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Abstract – The paper deals with the problem of traffic light control of road intersection. The authors use a model of a real road junction created in the AnyLogic modelling tool. For two scenarios, there are three simulation experiments performed – fixed time control, fixed time control after AnyLogic-based optimizations, and dynamic control obtained through the cooperation of the AnyLogic tool and the Bonsai platform, utilizing benefits of deep reinforcement learning. At present, there are trends to simplify machine learning processes as much as possible to make them accessible to practitioners with no artificial intelligence background and without the need to become data scientists. Project Bonsai represents an easy-to-use connector, that allows to use AnyLogic models connected to the Bonsai platform - a novel approach to machine learning without the need to set any hyper-parameters. Due to unavailability of real operational data, the model uses simulation data only, with presence and movement of vehicles only (no pedestrians). The optimization problem consists in minimizing the average time that agents (vehicles) must spend in the model, passing the modelled intersection. Another observed parameter is the maximum time of individual vehicles spent in the model. The authors share their practical, mainly methodological, experiences with the simulation process and indicate economic cost needed for training as well. 1
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Introduction

The at-grade intersections play the critical role in the urban road networks since traffic congestion permanently continues to grow. Current traffic light control systems are not ideal and often have many problems, e.g. suffer from long waiting times which causes excessive fuel consumption and the release of harmful emissions into the air. Drivers thus find themselves in stressful situations, emergency vehicles are delayed in arriving at the scene of the incident, public transport does not comply with the timetable, etc. Traffic congestion within urban road traffic networks is typically caused by the unbalanced distribution of traffic flows [1]. A lot of research has been done to improve the operational efficiency of the road junctions. The proper measures aim to optimize traffic flows and minimize the time that vehicles have to spend in the road junction area as they pass through it. Generally, there is a number of control objectives or various criteria used to optimize traffic at intersection: minimization of delays or maximization of operational efficiency, minimization of environmental impacts, maximization of safety, etc. They are solved through optimization of lane allocations, optimization of signal phasing and signal timing, application of various data models based on historical traffic flow data or traffic flow

1 Article was created as part of the project KEGA 008ŽU-4/2021 „Integrated Teaching for Artificial Intelligence Methods at the University of Žilina“
predictions, their combinations, etc. [1-2]. Unfortunately, individual objectives are not coincident and may have opposite effects. In an effort to continue streamlining the whole process, new approaches are coming into play, based on the use of artificial intelligence (AI), machine learning methods and better use of increasingly available data.

The paper [3] studies traffic control method based on intelligent techniques such as agent-based approaches, fuzzy logic systems, neural network-fuzzy, multi-objective genetic algorithms, applied to intersection control. Research focused on the use of fuzzy logic in traffic control engineering has a long history, but new approaches are still emerging, often in combination with other approaches. The paper [4] improves the traffic flow on an isolated intersection with an adaptive fuzzy logic-based traffic light controller [5] also focuses on methods determining the urgency of a particular phase for adaptation of phase duration and/or phase sequencing; similarly [6] solves a multi-phase traffic light control strategy through the means of fuzzy logic. A novel approach to optimization of traffic signal timing appears in [7], discussing combination of genetic algorithms and a gradient descent like algorithm. More details about the whole family of evolutionary algorithms, including their pseudo-code forms and state-of-art applications, is available in [8]. The evolutionary programming algorithm can also help to initialize the Back Propagation neural network’s parameters and then is applied to the traffic signal light control and consequent re-adjusting of control parameters [9]. Another paradigm tested in various engineering applications relates to multi-agent systems (MAS) as an organized set of agents that operate in a dynamic and shared environment. The MAS can also be used to control a set of traffic signals particularly [10] uses an adaptive fuzzy logic traffic controller to optimize control parameters of several signals at several adjacent intersections.

New data-driven approaches bring out a new research direction for all control-based systems, including those in transportation applications [11]. The survey [12] discusses the recent use of reinforcement learning (RL) techniques applied to address the problem of traffic signal control. In addition, this source also introduces the general setting of RL-based traffic signal control problem. The focus is on the so-called RL agent and the way it is defined, i.e. definitions of the reward, state, and action. The signal control problem may be either single (the agent controls the traffic signal under certain traffic conditions) or multi-intersection (with more traffic signals in the environment, controlled by one or several agents) [11-12]. Generally, the RL methods are usually classified to model-based and model-free methods [13], value-based methods and policy-based methods [14]. According to [12], currently, most RL-based methods for traffic signal control are model-free methods. Another popular method, combining the RL methods with the power of deep learning (DL) is Deep Reinforcement Learning (DRL). A complex survey of this novel and powerful AI based tool, seen in the context of the transportation research, is available in [15]. An overview of the state-of-the-art of deep learning architectures and algorithms related to network traffic control systems is provided in [16]. The paper [17] discusses a single DRL agent that uses policy gradient algorithm to manage the traffic signal of multiple intersections. A convolutional neural network solves the DRL model proposed by [18] to control the traffic light cycle. It is valuable if DRL methods can be tested on the real-world traffic data which is a case of [19]. The paper [20] both Deep Q-Learning and Policy Gradient approaches are used to optimize the traffic light timing (both phase and duration). More details related to methods of Q-learning in the given context are also available in [21], discussing optimization of the waiting time [22], examining four Q-Learning approaches with 6 different objective functions; and others. In [23] Deep Q-Learning Network is discussed with a special focus given to reward function. The paper [24] combines the self-organizing maps and the concept of RL, to adjust the traffic light period for several kinds of intersections (not all in the covered area). In [25] a system that uses object detection algorithm to sense real-time traffic scenario is introduced and the RL algorithm used to compute optimal signal timing. Another simulator introduces an autonomous traffic light control system, also based on DRL [26]. The open source Green Light District vehicle traffic simulator can serve as a testbed framework for development of a multi-agent multi-objective traffic light control system, again based on the RL approach [27]. The paper [28] proposes a novel multi-agent recurrent deep deterministic policy gradient algorithm based on deep deterministic policy gradient algorithm for traffic light control; this enhanced version considers the pedestrians as well. In [29] there is a proposal of an adaptive traffic signal controller, capable of receiving high-dimensional sensory
inputs and learning the optimal policy by directly interacting with the environment. The performance of training reinforcement learning agent may be influenced by different traffic conditions, this aspect is a scope of investigation in [30].

**PROBLEM DEFINITION**

The paper deals with improving road traffic conditions in one of Slovak cities (Sabinov), through AI implementation into the traffic signal control model in order to reduce an average time spent by vehicles when waiting for the green signal. We use a DRL method to solve the given optimization task. The results will be evaluated through a method of comparison of scenarios representing situation before and after DRL implementation.

**1. APPLIED METHODOLOGY**

The used methodology consists of the following five steps:

**Step 1 – Selection of an area of interest:** In our case we plan to improve a traffic situation at the given signal light intersection, an optimization task must be defined.

**Step 2 – Model creation:** An important aspect of the model is that it identifies itself with reality in essential matters, so that it can reflect the real states and consequences of decisions. At the same time, however, the model must not be too complex, which would result in too long DRL training and the need for high computing power. To create a model, we used the AnyLogic simulation software (www.anylogic.com).

**Step 3 – Definition of model situations - scenarios:** In this step, we create scenarios such as rush hour traffic, which results in traffic jams and long waiting times for vehicles at an intersection, i.e. scenarios for a given area, where we include problems that we want to solve or eliminate – in our case, the intention is to reduce the time spent by vehicles at the intersection.

**Step 4 – DRL training:** this step takes place after debugging the simulation and adapting the model to a given platform.

**Step 5 – DRL implementation into the model:** in this last step we need to obtain data on the performance of DRL and compare the results with other results obtained through previously implemented control algorithm(s) to see improvement.

**SOFTWARE TOOLS**

As mentioned above, for creation of the basic model we used the AnyLogic software. This simulation tool is able to simulate various kinds of environment from small production process, entire production lines to the entire logistics networks. It is based on the Java programming language and supports Windows, Linux and Mac OS X. Since it contains various libraries, modelling and simulation becomes quite an intuitive task. In our work, we mainly used the *Road Traffic* library. For machine learning purposes, our experiments also required to add some other libraries, particularly that needed for cooperation with the Bonsai project.

**AREA OF INTEREST**

Due to research objectives, where our attention focused mainly on the issue of machine learning, we have chosen a simpler road intersection as an area of our interest. Thanks to that, the demands on the complexity of the simulation and the required computing power have decreased. The top view photo of the modelled intersection (geographical coordinates: 49.101827, 21.100346) together with samples of visual model representation in AnyLogic are available in Fig. 1. In this article, the way of how the basic model was created is described very briefly. It is assumed that the reader has at least a minimum knowledge of the modelling environment. For more information, we recommend to visit the simulation tool website, where manuals, video guidelines and sample models are available. There are also many research papers discussing the topic, see e.g. [32].

**MODEL DESIGN**

At the very beginning, it is necessary to unify the model scales and floor plan scales for the purposes of simulation. Then we start building roads, later we will add traffic lights and add 3D models to get better visualization options. Another step consists in filling the model with agents (vehicles), and designing control logic for them. The last step covers adding controls for easy movement in simulation. The control buttons “2D”, “3D” and “Štatistika” (Statistics) are used to switch between screens and facilitate orientation in simulation. Illustration of a statistic part of the model is depicted in Fig. 2. We have used the *Road Traffic* library, built-in 3D models, analytical tools and functions for model presentation. From additional libraries, we applied *Bonsai* library.

The logic of the model consists of simple blocks, which are *carSource*, *carMove* and *carDispose*. The *carSource* block serves as a source of agents (in our case vehicles). The *carMove* block has the task of defining the path or as a point of reference for the
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agent to move to. With the help of the selectOutput block, we with a certain probability divide the vehicles between the various reference points that they can reach. After reaching the reference point, all vehicles end at the finish line, in the carDispose block (Fig. 3 left). In an effort to add another kind of agents, pedestrians, to the model, we encountered a limit on the number of objects in the model, as we used a trial 30-day version only (obviously, the professional version has no limits in this way).

OPTIMIZATION

AnyLogic offers and makes possible different types of experiments. One of them is an optimization experiment, with which we can maximize or minimize the entered value. It uses the OptQuest Engine, from OptTek Systems, for optimization. A simulation engine uses various algorithms to achieve the best possible value under given simulation conditions.

In order to describe the process of adding an experiment as effectively as possible, let us show you Fig. 3. It summarizes all the necessary settings used in our experiment. In the Objective item, we select the minimize option and enter the variable we want to minimize below - in our case root.timeInModel.mean() which is an average time that agents (vehicles) must spend in the intersection area, or totally in the model. To access the variable, we use the path root.variable_name.

Fig. 1. Area of interest: real scenery and corresponding 2D/3D model views
(sources: a) www.google.sk/maps, b,c) own work)

Fig. 2. Control buttons with an active statistics view – illustration (source: own work)
Within the Parameters settings, the parameters $p_1$ to $p_4$ are assigned a discrete nature, the step 1 and min – max values to 5 – 50. This means that time values of the traffic lights vary from 5 seconds to 50 seconds with a step of one second. The last modification concerns the simulation time. This value was automatically copied from the simulation settings when created. It is not necessary to change it if it is satisfactory. In our case, it is set to 24 hours. We used this value with regard to the duration of the simulation, as well as the training itself. During a longer simulation, we could encounter a problem with the length of DRL training or when working with the experiments themselves. The last step (not contained in Fig. 4) is confirmation of settings; by clicking the button Create default AI, and running the experiment. Optimization uses processor cores for parallel simulations. The more cores, the faster the optimization. The values of the variables leading to the best results are then usable in the next simulation.
Fig. 4. Optimization settings (source: own work)

Fig. 5. The process of introducing RL for the Bonsai platform (source: own work)
Another fact that we focused on during our research was to find and use a platform for easy implementation of DRL into engineering applications. Therefore, we were interested in Microsoft Bonsai (its preview version). The simplicity of implementation lies in the possibility of programming RL using Inklink code, developed for this platform. It uses features like goal or lesson. It means that we just need to enter the values we are interested in and what we would like to have. There are five options (minimize, maximize, avoid, drive, reach), where we determine the values we want to achieve and we can add an upper or lower limit, which the agent must not exceed. Then only the success rate of the agent is monitored in the Bonsai platform, i.e. when it reaches values in the given range. At the time of model creation, the exact of rewarding was unknown and no details were available in the documentation. Thanks to functions like goal or lesson, there is no need to invent a special reward function, which is considered one of the most difficult parts in the development of DRL. In addition, it retains the possibilities for typical DRL programming, such as the already mentioned reward function or the choice of a suitable learning algorithm. Based on Bonsai documentation from 2021, there are three options to choose from, namely APEX (DQN), PPO and SAC (the PPO algorithm was applied in our case). We did not set any hyperparameters since they are set automatically. At the time of model creation, integration with a simulation tool Simulink from MathWorks, as well as AnyLogic simulation tool, was available. It also includes the ability to create our own simulator, which we import into the ACR (Azure Container Registry) and connect to the Bonsai platform. After loading the simulator, it is possible to modify the functions by which the RL collects information about the state in the simulation, as well as the functions responsible for the individual steps through which the RL interacts with the environment in the simulation. The DRL agent only receives information about the average waiting time in the model, it receives a reward for reducing this time (reward = -timeInModel). This solution was used in the first functional prototype presented in this article, but other more appropriate rewards can be used in the future. The reward agent receives every half hour in the simulation; respectively the event after 30 minutes of simulation time stops the simulation, sends the status to the bonsai platform and receives the settings for the next half hour. Thus, changes in the simulation always happen after half an hour.
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1. RL IMPLEMENTATION TO THE MODEL

First, we experimented with the Inklink, developed to ease programming and re-use source codes, which is a new programming language specially developed for the Bonsai platform (current version at the time of our model experiments was 2.0). The process of introducing DRL for the Bonsai platform is shown in Fig. 5. In our first experiment process, we used the version 0.2.3 later, in the second one, we tested the version 1.0.1. Adding of Bonsai library requires performing several steps; details are available at the website. The library itself is to be downloaded from the GitHub repository - https://github.com/microsoft/bonsai/tree/master/connector. The use of 1.0.1 version significantly simplified preparation of our model for the Bonsai platform – it is available in AnyLogic 8.7 or higher. It is no longer necessary to integrate two models it is enough to generate RLExperiment already within our AnyLogic model. Settings of Event and Parameters for Bonsai-based training is summarized in Fig. 6.

2. RESULTS AND DISCUSSION

The particular intersection was selected for known problems with its traffic jams during noon rush hours when a lot of people are moving from or to their offices. The main problematic directions (see Fig. 1a) are from left to right (direction to Prešov) and from right to left (direction to Lipany). Since we have had no real data, we had to rely on simulation data. Using two events in the model we are changing the traffic density in both principal directions from the value of 100 vehicles/hour to 1000 vehicles/hour (for rush hours from 12 p.m. to 2 p.m.) and vice versa (see Table 1). The number 1000 vehicles/hour has been reached by empirical testing of the model – by changing the traffic density in one direction from the value 5000 vehicles/hour unless the average speed becomes increasing at the end of the model route (terminated saturation). Simulation time covered the period of 24 hours.

Table 1. Traffic density values used in simulation

<table>
<thead>
<tr>
<th>Time [hours]</th>
<th>6 a.m.</th>
<th>12 p.m.</th>
<th>2 p.m.</th>
<th>12 a.m.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic density [vehicles/hour]</td>
<td>Direction to Lipany</td>
<td>100</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Direction to Prešov</td>
<td>1000</td>
<td>1000</td>
<td>100</td>
</tr>
</tbody>
</table>

The simulation experiment has been performed 3-times, using various time durations for light signals:
- The 1st experiment, with parameters p1 up to p4 set to a fixed value 30 s each: the average time reached at the end of experiment = 199.44 s,
- The 2nd experiment (after AnyLogic optimization): the average time of an agent (vehicle) in the model = 158.64 s,
- The 3rd experiment (with DRL implemented): the average time reached = 194.93 s.

Another parameter observed was the maximum time that an individual vehicle spent in the model. The results are summarized in Table 2.

Table 2. Comparison of various methods of traffic light signal control

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Average Time [s]</th>
<th>Maximum Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Fixed time 30 s</td>
<td>194.44</td>
<td>562.38</td>
</tr>
<tr>
<td>2: Fixed time /after optimization</td>
<td>158.64</td>
<td>842.44</td>
</tr>
<tr>
<td>3: Dynamic time with support of DRL</td>
<td>194.93</td>
<td>522.45</td>
</tr>
</tbody>
</table>

The 3rd experiment represents the first version completed according the pre-set learning time values at the Bonsai platform. Instead of originally planned use of Inklink code option (training using the built-in function Goal), we had problems with, we used the Reward function which worked well since the very beginning. The total price for training the first version using the Bonsai platform is depicted in Fig. 7. Since it was primarily based on the student work, the cost of the simulation process was significant. It consisted of several service types - how much container instances were provided, how "rich" a container registry was, what the storage demands were, and if any log analytics was provided.

The small difference between fixed time and dynamically changing time is small due to incomplete training of AI for financial reasons. Anylogic always runs simulations in the same way unless the randomness of variables or other variables is set. So when setting the same values, we always get the same results, so we can
distinguish that it is not just about noise but about real changes using Bonsai platform control. DRL did not do as well as optimization for a similar reason - incomplete training (for financial reasons).

There was a reduction in the average time when the traffic light was controlled by the DRL in both scenarios. We’ve also verified that the optimization experiment in AnyLogic is only suitable for periodic and unchanged events. When changing the parameters of the model, this optimization worsened without re-examining the possibilities.

**CONCLUSIONS**

The article describes our first experiences with the novel approach using the Bonsai platform. We created two scenarios and three different experiments for each scenario, where we tested the performance of DRL methods, as well as the performance of the optimization tool in AnyLogic. During realization of our experiments and writing of this article, the tools used and the mentioned platforms were in the process of constant improvements and modifications which sometimes complicated work with our models. In addition, we were limited in time and money. Computational power alone was not a limiting factor. The platform as well as the simulation would handle larger simulations without any significant extension of training.

To guarantee the stability and robustness of the solution, it is possible to achieve using the mentioned functions (lesson, etc.) within the Bonsai platform. Using these functions, we can change the parameters of the simulation during learning and gradually train the network to new parameters, where the result will be its general training for all the circumstances within these parameters. For future, within the Bonsai platform, we’d like to compare results obtained using the built-in Goal functions with our Reward function (not realized due to cost restrictions of our project). And similarly, we’d like to estimate the results with the Pathmind platform whose implementation came too late for us to be able to modify our model. The novel approach based on the Bonsai platform highlights as a positive that "there is no need to invent a reward function, which is considered one of the most difficult parts in the development of artificial intelligence". Our view is that this statement is not entirely true - the remuneration function is still defined, although in some cases not directly, but through other criteria. In any case, however, the problem of designing a remuneration function is not avoided here, as would be the case e.g. when using self-supervised approaches, imitation learning or inverse learning with reward.

**ABBREVIATIONS**

1. **AI** – Artificial Intelligence;
2. **APEX** – A PyTorch Extension;
3. **DL** – Deep Learning;
4. **DQN** – Deep Q-Network;
5. **DRL** – Deep Reinforcement Learning;
6. **MAS** – Multi-Agent System;
7. **PPO** – Proximal Policy Optimization algorithm;
8. **RL** – Reinforcement Learning,

---

**Fig. 7.** The total price for DRL training in the Bonsai platform (source: own work)
Słowa kluczowe: sterowanie, uczenie w głębokim uczeniu, symulacja, ruch drogowy
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