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Abstract – This paper presents a method of automatic recognition of fingerprint diffraction images of motor vehicle users. The proposed method is based on the basic physical properties of the Fourier transform. It creates the possibility of reducing the problem of recognition to the Fourier transform of the image function, extraction of characteristic features vector and classification of input images.
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INTRODUCTION

The Automatic Target Recognition from images (ATR) is one of the major contemporary research problems [1-11]. Many researchers and companies are trying to build a system that is both reliable, fast and easily adaptable. Hybrid (optoelectronic) solutions play a significant role among these systems. They are designed mainly for large parallel calculations, without significant delays. The final processing of optical results is most often done in a computer, often using artificial intelligence methods (artificial neural network - ANN).

Classic automatic recognition algorithms consist of two steps: vector’s extraction of the characteristic features of objects from images, in which there is most often a high level of noise, and classification or identification. Hybrid (optoelectronic) systems play an important role among such systems.

Characteristic features of the object can be extracted directly from the image or from its transformation. The type of image determines whether features are detected from the image or its transform. Images with a complex internal structure (texture) are easier to analyze in the space of their transforms, while images with a poor structure are more convenient to describe using characteristics extracted directly from the image.

The construction of the feature vector allows for a significant reduction in the amount of information to be further processed and speeds up the recognition process.

The identity or similarity of the recognized objects can be inferred based on the difference of characteristic features’ vectors, both in the image space and in the space of their transform.

The purpose of this work is to show the current possibilities in automating the identification of motor vehicle users.

I. OPTOELECTRONIC SYSTEM OF AUTOMATIC RECOGNITION IN THE Diffraction SPACE

The proposed automatic recognition system (Fig. 1) allows the characteristic features’ extraction of the invariant objects relative to scale, rotation and displacement. The basis of the system is an extractor of characteristic features in the form of a ring-wedge detector RWD and a classifier in the form of an artificial neural network ANN. The main advantage of this solution is the relatively low cost and possibility of computer simulations.

The basic idea is the practical use of the Fourier transform properties implemented by optical means. Optical methods for implementing this transform are simple and are currently finding wider and wider applications.
The method of automatic identification of motor vehicle users

The complete information about the Fourier spectrum of the lens is contained in its one half-plane. Thus, the focal plane of the lens can be divided into two half-planes and each of them can be sampled separately with the help of specialized detectors in the form of wedges and rings (Fig. 2). Each of the detector elements integrates the image of the spectrum incident on the surface resulting in a strictly defined numerical value - exactly one characteristic feature of the image. It is possible to filter selected components of the image spectrum, e.g. by obscuring selected sectors on the detection plane. If the extractor of characteristic features in the form of a ring-wedge detectors' matrix is placed in the rear focal plane of the lens (in the Fourier plane), then it is possible of sampling diffraction images - sampling spectral power, which is focused on rings and wedges. Thanks to this, each area of RWD generates one element of the characteristic features' vector.

The Fraunhofer approximation of the Fresnel-Kirchhoff integral realizes by lens can be expressed as [6] (1):

$$F(\xi, \eta, z) = \frac{iE_0}{\lambda z} e^{-i\frac{\pi}{2kz}(\xi^2 + \eta^2)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{i \frac{2\pi}{\lambda k}(x^2 + y^2)} \, dx \, dy$$ (1)
which in practice gives the Fourier transform of the input function $f(x, y)$ with the result multiplied by the spherical phase parameter.

Since only the intensity can be directly observed and recorded in practical applications, the spherical phase parameter can be omitted. Therefore the intensity is the spectral power of Fourier transmittance $F^2(u, v)$ of the input function $f(x, y)$, which is called the Fraunhofer diffraction pattern.

If the Fraunhofer diffraction pattern is expressed in polar coordinates $(\omega, \varphi)$, then the characteristic features of the object registered by the rings $R_i$ and the features recorded by the wedges $W_i$ can be expressed as (2):

$$R_i = \int_{\Omega} \int_{\lambda} F^2(\omega, \varphi) d\omega d\varphi$$

$$W_i = \int_{\Omega} \int_{\lambda} F^2(\omega, \varphi) d\omega d\varphi$$

where: $r_1$ and $r_{n+1}$ are the inner and outer radius of the ring, respectively (RING $(i)$), $\omega_i$ and $\omega_{i+1}$ are the mean start angle and the end angle of the wedge, respectively (WEDGE $(i)$, $\omega_{i1}$, $\omega_{i2}$, ..., $\omega_{in}$), and $R$ is the radius of ring-wedge detector RWD.

Therefore, the values of the extracted characteristic features $R$ through the wedges are invariant with respect to the shift and rotation of the input image. On the other hand, the values of the characteristic features $W$ extracted by the half-rings are invariant with respect to the shift and change of input image scale.

What invariances in the feature vector are important, in practice is a problem in itself.

### III. CLASSIFIER IN THE FORM OF ANN

Noise in images is usually the sum of elementary noises caused by many independent phenomena and has a Gaussian distribution, hence the classification should be based on the statistical uncertainty model. In this model, the predicted conditional probability $P(C_i|X)$ (a ‘posteriori’) is used as a criterion for the decision to minimize average losses caused by incorrect classification.

Classification is a mapping of $\delta(x)$, from the space of characteristic features’ vectors $X$ to the space of sets of classes $C$. For supervised classification, the mapping is in the form of $P$ examples $(X_i, C_{i})$, where: $X^i$ $(i = 1, ..., P)$ are characteristic features’ vectors, and $C_{i}$ $(i = 1, ..., M)$ are classes related to feature vectors, respectively. The optimal classifier in the probabilistic uncertainty model is one that minimizes Bayes risk $R$ understood as (6) (3):

$$R = \sum_{i=1}^{M} \sum_{j=1}^{M} L_{ij} \int_{D_j} P(X|C_i) dx$$

where: $P_i$ is the probability a’ priori of the class $C_i$, $D_j$ is the area in the space of characteristic features in which each point is assigned to the class $C_j$, and $L_{ij}$ is at the expense of the decision: $C_i$ when $C_j$ is true.

Assuming that $L_{ij} = 1 - d_{ik}$, where $d_{ik}$ is a Kronecker symbol, and by developing equation (3) for $j = i$, and $I \neq j$ and Bayes risk $R$ is got in the form (4):

$$R = \sum_{i=1}^{M} \sum_{j=1}^{M} L_{ij} \int_{D_j} P(X|C_i) dx = \sum_{i=1}^{M} \int_{D_i} \left( \sum_{j=1}^{M} L_{ij} P(X|C_i) \right) dx$$

Since each of the above integrals is positive, then the risk of $R$ is minimized if and only if the feature vector $X$ is assigned to such a class $C_{\delta(x)}$ that (5):

$$\delta(x) = \arg \min_{1 \leq i \leq M} \sum_{j=1}^{M} P_j \cdot P(X|C_i) dx$$

which is equivalent to an expression (6):

$$\delta(x) = \arg \max_{k \in [M]} \left( P_k \cdot P(X|C_k) \right)$$

Equation (6) defines the decision rule used in each statistical classifier, which can be applied in models using probabilistic neural networks (PNN) as well as multilayer perceptrons (MLP).

If $\delta(x)$ it means operations of classification, then
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However, to obtain probabilities $P(C_k|X)$ from the statistical classifier, there is a need to train this network by minimizing the mean square error for the node. One possible solution is the gradient drop method. This approach is the basis for the classical method of backward propagation of errors (EBP). There are several modifications to the learning method based on EBP. One of them is the method extended by the smoothing factor that tends to continue searching for the direction selected in the previous steps. In these methods, the weight of the neural network is changed after each teaching process according to the following rule (8-10):

$$\Delta w_{ij}^t = \eta \left[ (1 - \mu) \delta_i y_j^t + \mu \Delta w_{ij}^{t-1} \right]$$  

$$\delta_i^t = \frac{\partial y_i^t}{\partial \text{net}_i^t} (x_i^t - y_i^t)$$  

$$\delta_i^t = \frac{\partial \text{net}_i^t}{\partial \text{net}_i^t} \sum_{k=1}^{K} \delta_k^t w_{ik}^t$$

where: $\Delta w_i$ is the change in the weight of neurons from j to i, after training the network in step t, $\eta$ is the teaching factor, $\mu$ is the smoothing factor, and $y_i^t$ is the output of neuron j.

The meaning of $\delta_i^t$ in equation (8) depends on the neuron layer. If the neuron is in the output layer, the $\delta_i^t$ is calculated according to the relationship (9), otherwise it is calculated according to the relationship (10). In equation (9) $\text{net}_i^t$ is the excitation of the neuron network i, $z_i^t$ is the expected value on neuron i, after undergoing training in step t, while K is the number of neurons in the output layer.

In this work, a statistical classifier is proposed as a PNN. Such networks, which are nuclear estimators of probability density functions, are built as a special type of radial neural networks dedicated to estimation of probability density functions.

From the network architecture point of view, the PNN is a three-layer network without feedbacks (Fig. 3). It consists of an input layer, pattern layer and summation layer.

The input layer is composed of $N$ elements to process $N$-dimensional features vectors generated by RWD ($N = N_r + N_w$).

The pattern layer consists of $M$ groups of pattern neurons associated with $M$ classes. Radial neurons with Gaussian transition function are proposed in this layer. Each pattern layer neuron is connected to each input layer neuron, and the pattern layer weight vectors are equal to the characteristic features' vectors used in the training set. Unlike the pattern layer, the summation layer consisting of $M$ neurons is organized in such a way that only one output neuron is connected to neurons from any group of patterns.

**IV. EXPERIMENTAL RESULTS**

The goal of the following experiment is:
- determining whether classification of fingerprints by the neural network is possible,
- determining the quality (accuracy) of classification by the optoelectronic system (RWD + ANN),
- determining the advantages of classification (recognition) using spectral power density (are these signals only from rings or only wedges or from wedges and rings (correlations of edges and their angles)), which are obtained from the extractor of characteristic features in the form of RWD.

![Fig. 3. PNN classifying the vector of characteristic features generated by the features extractor in the form of RWD](image_url)
Classification of fingerprints is in practice a serious challenge for diffractive image sampling, since it is obvious that data from both ring and wedge are necessary for recognition. From a physical point of view, it is known that features, such as spectral power density, are important, but angles and edges are also important. Therefore, methods based on neural networks of characteristic features classification may be useful in this problem.

The proposal of the laboratory stand for the classification and identification of motor vehicle users (on the example of fingerprints) is presented in Figure 4.
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The laser light beam (Fig. 4) formed by the collimator falls on the spatial light modulator on which the recognized fingerprint image is displayed. Then the optical information is directed to the lens which implements the Fourier transform. In the focal length of the lens, in the diffraction plane, there is a feature extractor in the form of a photodetectors matrix (photodiodes). The matrix is divided into half-rings and wedges. Each wedge and half-ring is designed to sample (integrate the intensity) of incident radiation and convert it to an electric signal, which is a measure of the characteristics features of the object being tested.

The system contains two basic (main) components: the characteristics features' extractor (RWD) and the ANN. The task of RWD is to extract the vector of characteristics features from the input image. The Fourier transform process has been implemented optically by the lens, and therefore the very time-consuming operation (compared to the discrete Fourier transform) is performed immediately. RWD works fast, so processing of the input image into the vector of characteristics features is performed in near real time.

The vector of characteristics features consists only of several dozen (64) elements and the digital processing of such compressed data can be implemented extremely efficiently. Reducing the dimensions of the characteristics features' vector compared to the dimensions of the characteristics features of the input image is the most important reason for using this type of extractors.

Figure 5 shows the input data set - thumbprints taken from eight people (G1, G2, ... G8). Thirteen (8 + 5) fingerprints were taken and recorded, so the data could be separated into 5 learning sets and 8 test sets. The photos below show one set of different 8 tested thumb images (from G1 up left to G8 down right).

Obtained fingerprints (Fig. 5) usually are non-sharp. Thus, the pre-treatment problem was treated as recognition of noisy images. The wavelet method for detecting non-sharp edges with the Haar-Gaussian wavelet (11) was used to preliminary preparation of images - fingerprints, which were data for controlling the spatial light modulator.

![Figure 5. Thumbprints (G1, G2, ..., G8) taken from 8 people](image)

The sharp change in the intensity of the image function (understood in this article as the edge - fingerprint) is equivalent to the local maximum of the wavelet transform. The horizontal and vertical components of the gradient vector at the resolution level j (d_{n0}^{h0}, d_{n0}^{v0}) respectively are local maximum values of the wavelet transform on the horizontal and vertical axes (14).
The wavelet transformation module has been defined as (15):

\[
\langle f, \psi^h \rangle = d^{(i,h)} = 2^{2i} \cdot \frac{\partial}{\partial y} \left\{ f(x,y) \ast \left[ \phi_i(x) \cdot \Theta_i(y) \right] \right\} 
\]

\[
\langle f, \psi^v \rangle = d^{(i,v)} = 2^{2i} \cdot \frac{\partial}{\partial x} \left\{ f(x,y) \ast \left[ \phi_i(y) \cdot \Theta_i(x) \right] \right\} 
\]

\[
\langle f, \psi^s \rangle = d^{(i,h)}_{m,n} = 2^{2i} \cdot \frac{\partial^2}{\partial x \partial y} \left\{ f(x,y) \ast \left[ \Theta_i(x) \cdot \Theta_i(y) \right] \right\} 
\]

The wavelet transformation module has been defined as (15):

\[
|M_i(x,y)| = \sqrt{d^{(i,h)}(x,y)^2 + d^{(i,v)}(x,y)^2} 
\]

It follows from the above that the gradient module is proportional to the wavelet transform module.

The results in the tables form of tests from the laboratory stand (RWD and ANN) were obtained at the Institute of Physics of the Military University of Technology realizing fingerprint recognition using information from rings, wedges and also rings and wedges of RWD. An example vector of characteristic features for the G1 thumbprint is shown in Figure 6.

Table 1. The results of classification of the fingerprints set with an amplitude of signals' logarithm of the RWD obtained only rings

<table>
<thead>
<tr>
<th>Test set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>G8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6. The vector of characteristic features for the G1 thumbprint
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Fig. 7. Variation of the characteristic feature from the RWD for the G1 thumbprint

Optoelectronic system error RWD+ANN in the case of using signals only from the rings of characteristic features’ extractor RWD is 2/160 for a set of 160 fingerprints (8 people x 20 fingerprints = 160 fingerprints).

Table 2 presents the results of fingerprint classification by the optoelectronic system RWD+ANN for a set of 8 people (G1 to G8), where are 20 recognized fingerprints and 5 learning fingerprints. The amplitude of the signal’s logarithm obtained only from RWD wedges was classified.

Table 2. The result of fingerprint classification with amplitude of the signal’s logarithm obtained only from RWD wedges

<table>
<thead>
<tr>
<th>Test set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td></td>
<td>18</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td></td>
<td>18</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td>1</td>
<td>18</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G7</td>
<td>1</td>
<td></td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G8</td>
<td>1</td>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The error level of the optoelectronic system (case - only signals from RWD wedges, and 7 fingerprints were incorrectly classified from 160 fingerprints) is 7/160.

Table 3 presents the results of fingerprint classification by the optoelectronic system RWD+ANN for a set of 8 people (G1 to G8), where are 20 recognized fingerprints and 5 learning fingerprints. The amplitude of the signal’s logarithm from the RWD obtained from rings with large numbers and from RWD wedges was classified.

Table 3. The results of fingerprint classification with amplitude of the signal’s logarithm from the RWD obtained from rings with large numbers and from RWD wedges

<table>
<thead>
<tr>
<th>Test set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>G7</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>G8</td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Optoelectronic system error using rings and wedges RWD+ANN (case) is 1/160.

Table 4 summarizes the classification possibilities of fingerprints by the laboratory optoelectronic system RWD+ANN.

Table 4. The classification possibilities of fingerprints

<table>
<thead>
<tr>
<th>Test set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Below there are the results of fingerprint classification by the laboratory optoelectronic system RWD+ANN.
system RWD + ANN in the form of an error level for a set of 160 fingerprints for the accepted following conditions:

| wedge+ring | (*) | 1/160 |
| ring        | (O) | 2/160 |
| wedge       | (A) | 7/160 |

The conclusion is that the smallest system classification error is 1/160, while the largest is 7/160.

**CONCLUSIONS**

A simple optoelectronic (hybrid) system for image recognition (fingerprints) with complex internal texture has been proposed. The system can be successfully used to recognize the images of face, handwriting or license plates of motor vehicles. The system can also be successfully used to identify material defects. Extraction of the characteristic features’ vector is carried out in close to real time. The system can be easily implemented in the software version. The conducted experiments showed the high effectiveness of the proposed optoelectronic system.

**ABBREVIATIONS**

1. ANN – Artificial Neural Network;
2. ATR – Automatic Target Recognition;
3. EBP – Error Back Propagation;
4. MLP – Multilayer Perceptrons;
5. PNN – Probabilistic Neural Network;
6. RWD – Ring-Wedge Detector.
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