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Abstract 

 

Research background: The considerations presented in the article concern the 
concept of a bank's intellectual capital (IC), which has been discussed for a very 
long time in the source literature, mainly in relation to its components, but also the 
principles and methods of measurement effectiveness, mainly due to the difficult-
to-measure nature of these components. The concept of division of the bank's intel-
lectual capital into three subsystems was herein presented: organizational capital 
(KORG), innovative capital (KINN) and institutional capital (KINS). The role of 
intellectual capital in building the competitiveness of banks, which is a multidi-
mensional concept and does not have a specific measurement method, was also 
emphasized.  
Purpose of the article: The article aims to present an assessment of the competi-
tiveness of listed banks in Poland using multidimensional statistical methods, tak-
ing into account diagnostic variables determining the economic and intellectual 
capital of banks. 
Methods: The article will be based on the critical literature studies referring to 
domestic and foreign positions in terms of the definition and structure of banks' 
intellectual capital. Determining comparable diagnostic variables for the research 
period 2009-2019 will enable the review of reports, rankings and specialist studies 
related to the banking sector. The selected methods of multivariate statistical anal-
ysis will be used in the article - methods of linear ordering. A synthetic measure 
(aggregate measure) of banks' competitiveness will be developed based on selected 
diagnostic indicators related to intellectual and economic capital assessment. 
Findings & Value added: In the article, the author systematized the bank's intel-
lectual capital structure. Based on a group of 11 listed commercial banks in Poland 
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in 2009-2019 created a synthetic measure (aggregate measure) of banks' competi-
tiveness based on selected diagnostic indicators related to the assessment of intel-
lectual and economic capital, which, according to the author, have the most signifi-
cant impact on competitiveness. As a result, rankings of banks were established in 
terms of their competitiveness, considering the stratification of the bank's capital, 
which may serve as a discussion for further investigation in this area. The long-
term leadership position may indicate the bank's condition and its intensified ac-
tivities in intellectual capital development, which may constitute important infor-
mation for stakeholders. 
 
 
Introduction 

 
On the banking services market, a similar product offer, decreasing interest 
income, and similar functionality of distribution channels draw the manag-
ers' attention to the bank's intangible resources, such as knowledge, em-
ployee skills, service quality, social relations and image as well as innova-
tion, in other words, broadly understood intellectual capital (IC). As service 
companies operating in the knowledge-based economy, banks use intellec-
tual (non-financial) capital no less intensively than financial capital 
(Klimontowicz 2018, p. 252). So far, most of the available analyzes of 
building the competitiveness of banks have been based on typical financial 
indicators (profitability or efficiency indicators). The changing conditions 
for the functioning of the sector in the 21st century require a strong appre-
ciation of activities building the competitiveness of banks and based on the 
development of intellectual capital subsystems (Ozkan, Cakan, Kayacan, 
194) p. 194). The concept of intellectual capital (IC) has long been the sub-
ject of discussion in the literature, primarily about the components and 
principles and methods of measurement effectiveness, mainly due to the 
components' difficult-to-measure nature. The IC is often seen as hidden 
relationships in the company's assets and therefore is not presented in the 
financial statements. The lack of clear-cut definitions results in the absence 
of consistent classifications of factors that build IC. Researchers agree that 
the role of human capital is emphasized as the foundation of intellectual 
capital, which integrates all cooperating intangible assets, but at the same 
time, is not sufficient to build it on its own. Intellectual capital (IC) is hid-
den in the relationships and the skills and knowledge of employees, co-
bidders, customers or shareholders. It has a significant impact on creating 
a relational mechanism relating to the organizational sphere, innovation and 
contacts with the external and internal environment. In consequence,   these 
features of IC and outlining the importance of knowledge in a modern en-
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terprise, it can be assumed that in the area of intellectual capital, it is neces-
sary to study (Rosińska-Bukowska 2019, p. 142):  
− organizational capital (KORG) - the effectiveness of the organizational 

system, management principles and organizational structures in the in-
dustry dimension ; material values, i.e. trademarks, patents, copyrights, 
databases and IT systems resulting from the activities of human capital 
in the organization; 

− innovative capital (KINN) - creating innovative products, services or 
solutions; being a combination of human and technological capital and 
indicating the innovations and modifications arising from research and 
development activities; 

− institutional capital (KINS) - effectiveness of building relations with the 
external environment and internal, which enables to adapt to specific 
market areas, obtain customer loyalty and build the reputation of the or-
ganization. 
Nowadays, building a bank's competitive position is undoubtedly also 

associated with the optimization of processes and technologies for render-
ing services, the bank's appropriate reputation, and the trust of customers 
(Fedaseyeu, Linck, Wagner, 2018, p. 819). Analyzing the source literature, 
there is currently no universal catalogue of measures of the competitiveness 
of a banking institution. Therefore, it is crucial that the banks surveying 
adopt their measures that emphasize the significance and purpose of the 
measurement of competitiveness in this regard. Business entities, including 
banks, must develop new methods of gaining a competitive advantage and 
then maintaining a favourable market position in the changing conditions of 
the external environment. Development is achieved thanks to innovation 
and modern technology and a qualified workforce deemed as essential to 
implement creative ideas, i.e. broadly understood intellectual capital. 

  
 

Research methodology 

 
A bank's competitiveness requires a multidimensional analysis that will 
take into account all its financial and non-financial components, which will 
allow the identification of leaders in the banking market, who draw im-
portance to financial efficiency and stability, as well as the innovation, 
quality of service, employees and other non-material aspects. The author of 
the article decided to use linear ordering methods, which prioritise the 
components of the analysed set of objects (ascending or descending order) 
according to the value of features or diagnostic indicators. In the frame-
work of these methods, the examined phenomenon is assessed from the 
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perspective of the adopted criteria and shape synthetic indicator, being 
a measure of the analysed phenomenon. The first stage of the study was the 
preliminary data analysis, which aimed to assess the properties of individu-
al features and indicators (information value) and their appropriate selec-
tion. This study follows the classic coefficient of variation, given by the 
formula: 
 �� = ���̅�                                                     (1) 

 
 
where: sj - standard deviation of the j-th feature or indicator, xj - arithmetic 
mean of the j-th feature or indicator (j = 1, ..., m). 

However, the experience of researchers shows that features below the 
proposed threshold value of 1,2 are often also eliminated by the classical 
coefficient of variation. Hence, only the classic coefficient of variation was 
used in this study. The next step is to perform a correlation analysis as 
a starting point for the final selection of diagnostic variables. The inverse 
correlation matrix method, compared to the classical analysis of (multiple 
coefficients) of Pearson's linear correlation, is characterized by better prop-
erties, as it uses the multiple correlation coefficient (Zeliaś, Pawełek, 
Wanat, 2002), which provides information about the strength of the con-
nection between the j-th feature or the indicator (j = 1, ..., m), and with all 
other features or indicators (p = 1, ..., m), where p ≠ j. First, the inverse 
matrix R-1 is determined to the correlation matrix R (Malina, Zeliaś,1997, 
pp. 529-530: 

 

�	
 = � 1̃�
  …\̃�
 
̃
�  ̃��  …\̃�� 

…\…\…\…\  ̃
�̃��…\̃��
� , ���:  � = � 1�
…\�



�1…\��
 …\ …\ …\  …\


��…\1 �,              (2) 

 
 

where: 
 ̃�� = �	
���� � !"#��$%&' �#�                                        (3) 

 
Wherein detR is the determinant of the correlation matrix, and detRjp is 

the determinant of the matrix formed by deleting the j-th row and p-th col-
umn.  



Proceedings of the 11th International Conference on Applied Economics  

Contemporary Issues in Economy: Quantitative Methods 
 

20 

Then the elements r _̃jj on the main diagonal satisfying the inequality | r  ̃
|> r_0, i.e. with a value greater than the set threshold value (usually r_0 = 
10), are distinguished, and they are stepwise eliminated from the set of 
permissible features and indicators, i.e. useful for analysis. In this way, 

based on high values of r ̃_jj, features and indicators excessively corre-
lated with all others are removed, creating a set of features and indicators 
that are uncorrelated or poorly correlated (diagnostic). The stimulation was 
then performed, which consists of transforming the values of features and 
indicators, which are destimulants and nominants, into simulants (Ying, 
Yuhong 2014, pp. 636-638). It is necessary in the case of the non-model 
methods of the linear ordering of objects (synthetic indicator). It aims to 
unify the nature of features and indicators - it precedes the stage of normal-
ization of variables. Finally, due to the presence of negative values in the 
data, the differential method is given by the formula to stimulate features 
and indicators in this study: 

 ()�� = *�+�, , �- = 1, … , .�,                                  (4) 

 
where the fixed b> 0. In special cases, e.g. b=1 0 1 = .23) ()�4. 

It was also selected because it does not change the variability of indica-
tors - it does not interfere with the values of the analyzed variables. The 
nominee appearing among the acceptable indicators was not included in the 
set of diagnostic indicators. There was no need to use the other formulas. 
After stimulation of the variables, assigned weights to variables has not 
been satisfactorily solved in the literature so far - there is no universal solu-
tion. Each of these approaches is associated with both pros and cons.  
Therefore, empirical research (as part of the first method) often assumes 
that diagnostic features and indicators are equally important from the point 
of view of the examined problem: 

                                                   5- =
 ., �- = 1, … , .�.                                  (5) 
 
If the synthetic indicator consists of additional k aggregates - defined 

subgroups, then the system of weights equal to (5) may appear within these 
subgroups, and additionally  also among them (6): 

    6- =
 7, �- = 1, … , 7�.                           (6) 
 
One can also adopt a proprietary solution (solutions) based on the arbi-

trary selection of weights for analysis. However, argumentation for such an 



Proceedings of the 11th International Conference on Applied Economics  

Contemporary Issues in Economy: Quantitative Methods 
 

21 

approach should be provided. The linear ordering method should consider 
the quality assessment of the results obtained - to establish the quality of 
such a solution against other acceptable solutions. The proper stage of the 
linear ordering of objects is the normalization of diagnostic features and 
indicators, choosing the data aggregation formula (features and indicators), 
evaluating the quality of the obtained results (ordering), and selecting the 
optimal solution.. 

Four normalization transformations were used in the article: zero uniti-
zation; unitization, standardization and a modified version of standardiza-
tion, given by the formula: 

       82- = (2-9: −
 3<2 = 1 =!>
?@+�ABC =D)>
EAFC? ∑ ∑ D�)�!�H ,�FC,…I.EAFCE?+FCC @+�ABJK CE? ∑ ∑   ?AFCE+FC L�+�AB 	 CE? ∑ ∑ �+�AB?AFCE+FC MH �- = 1, … .�           (7) 

 
 
 
Synthetic indicator with μ_i values for the i-th object (i = 1, ..., n), 

where z_ij are normalized data values, and α_j (j = 1, ..., m) are weights for 
features and indicators α_j∈ (0; m ) for which, in particular, ∑ 5���>
 = 1, 
can be expressed as: 

 O) = ∑ "8)�5�$��>
                                              (8) 
                                                                                                                    O) = 1 .P ∑ �8)�5����>
                                            (9) 

 
In general, the formula (8) was used in the article, partial measures were 

also introduced (for individual types of capital), which required a modifica-
tion of the weighting method by taking into account the formula (9) inside 
individual types of capital. 

Assessing the quality of the obtained results is an essential stage of the 
analysis. The purpose of the quality assessment is to help in selection of 
one final result - considered optimal, in some sense the best one compared 
to the others. The (doctoral) dissertation is based on the method (Kukuła 
and Luty, 2015, pp. 2019-231), which is based on the positions in the rank-
ing created on the basis of the value of the synthetic indicator (instead of 
the values of the synthetic indicator itself). So if we have v different rank-
ing results (for n elements), then the number of possible comparisons be-
tween these rankings is: 
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   � = Q�Q	
��                                   (10) 

 
By comparing the ranking results, this shall be understood as the estima-

tion of the measure of similarities in mrs rankings according to the formula: 
 

      .R� = 1 −H ∑ |E+FC T+UJT+B|EHJV , , : = 1,2, … , � (11) 
 
where: cir - position of the i-th object in the ranking with the number r, cis – 
the position of the i-th object in the ranking with the number s, while 8 =X0, 3 ∈ Z1, 3 ∈ Z , where P - a set of even natural numbers 

The results of the comparisons "between rankings" can be presented in 
the form of a symmetrical matrix M with dimensions vxv, where the rank-
ings with the same numbers are compared on the main diagonal, for which .R� = 1, dla  = :, �3� 0[9:2�\ 9ℎ\ .�23 �2�^03�� .: = .:, _0  ≠  :. 

In order to determine the degree of similarity in the ranking as a result 
of the r-th method of linear ordering of objects in relation to the other rank-
ings, the sum of the elements of the r-th row (or column) of the matrix M 
minus 1, should be calculated, according to the formula: 

 

            [aR = 
Q	
  b .R�,   , : = 1,2, … , �Q�>
Rcd           (12) 

 
Ultimately, the linear ordering method must be selected (and associated 

ranking) for which [aR = .�(R [aR This result can be considered optimal 

(best) in the sense that it will be the closest (similar, correlated) to all other 
ranking results - in other words, it will be the least different from all other 
ranking results. 
 
 
Results 
 
The study of the impact of intellectual capital on the competitiveness of 
banks in Poland was conducted based on the performance of 11 commercial 
banks between 2009 and 2019. The database consisted of 27 acceptable 
indicators, which are presented in Table 1. In the first step, a preliminary 
data analysis was performed - the measures of descriptive statistics were 
calculated: mean, standard deviation, asymmetry (skewness), range, mini-
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mum and maximum result, and also the variability index vj was calculated 
for each acceptable indicator. 

Such analyzes were performed separately for each year. Table 2 pre-
sents selected measures for 2009 and 2019. For all analyzed years, the coef-
ficient of variation was above the acceptable threshold of 0,1 (10%). Varia-
bles with right-hand asymmetry (positively skewed) prevail in these years. 
A stimulant with such an asymmetry is essential, while a simulator with 
a left-hand skew indicates that most of the objects in the group score above 
average and thus insufficiently differentiate the tested objects. Initially, the 
X8 indicator was excluded from the analysis (number of clients actively 
using the mobile application/number of clients (MB / C)), for which data 
was only available from 2013.  

The next step, the correlation coefficients and inverse correlation matri-
ces, were determined separately for each group of indicators (2009-2019). 
In this procedure, the diagonal elements of the obtained inverse, assuming 
that the set of acceptable indicators are stepwise, excluded those indicators 
for which the values on the main diagonal are greater than 10 (D) 

A collective list of diagnostic indicators of indicators (uncorrelated or 
poorly correlated) for the years 2009-2019 was prepared based on the con-
ducted analyses. The results of the selection of diagnostic indicators for 
analysis for individual years differed. Therefore, for further research, those 
indicators were selected that occurred at least 6 times during the period 
under study. Ultimately, the analysis included 15 indicators, 13 of which 
were marked as stimulants and 2 as destimulants, as presented in Table 3. 
In the next step, the stimulation of the X4 and X18 indices (conversion of 
the destimulant value to stimulants) was performed by the differential 
method, using the formula (4). In terms of weighing diagnostic indicators, 
two solutions were adopted in the analysis - the system of equal weights 
and the auctorial system of weights.  

Taking into account the number of diagnostic indicators within the sub-
systems of intellectual capital, i.e. innovative (2), institutional (3) and or-
ganizational (5) capital, as well as economic capital (5)  

the equal weights for the indices in these subgroups were 0,50; each, re-
spectively; 0,33; 0,20 and 0,20; and the weights equal for the subgroups 
(individual types of capital) were 0,25. each. With the second method of 
weighing the diagnostic indicators - proposed by the author - under the 
innovative, institutional, economic and organizational capital, the weights 
for the indicators in these subgroups were 0,50; each, respectively. ; 0,33; 
0,20 and 0,20; while the weights for the subgroups (for individual types of 
capital) were respectively 0,20; 0,20; 0,40 and 0,20. In other words, the 
author decided to assign a total weight of 0,40 for indicators characterizing 
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economic capital and a total weight of 0,60 for the total of intellectual capi-
tal, where each subsystem of this capital (innovative, organizational, insti-
tutional) was assigned 0,20. The exact method of weighting the ratios 
/types of capital is presented in Table 4.  

Moving on to the proper stage of the linear ordering of banks - normali-
zation of diagnostic indicators, aggregation and quality assessment - as 
a result of applying 4 normalization formulas, i.e. 2 ways of unitarization 
and 2 ways of standardization; in combination with 2 weight systems 
(equal, proprietary), finally 8 variants of results (rankings) were obtained 
for each analyzed year (2009-2019). Table 6 summarizes the above meth-
ods of analysis. The results of the linear ordering of banks (rankings), for 
example, using the author's weighting system and standardization, are pre-
sented in Table 7. The construction of the synthetic indicator of banks' 
competitiveness (KB) for the i-th bank takes into account the classic formu-
la for aggregating diagnostic features based on the arithmetic mean (within 
individual types of capital) and based on the sum (for individual types of 
capital) according to the following formula: 

                      ef) = ∑ "1 .P ∑ "8)�5�$��>
 $g�>
 6�                     (13) 
 
For example, according to variant 7 of calculations (ranking 7), the form 

of the synthetic indicator was as follows: 
  ef) = �0,5 ∗ j7 + 0,5 ∗ j14�+ �0,33 ∗ j12� + 0,33 ∗ j22 + 0,33 ∗ j23� +�0,2 ∗ j1 + 0,2 ∗ j3 + 0,2 ∗ j4 + 0,2 ∗ j5 + 0,2 ∗ j16� +�0,2 ∗ j9 + 0,2 ∗ j13 + 0,2 ∗ j15 + 0,2 ∗ j15� + 0,2 ∗ j18� 

 
and the individual parts of the formula are partial measures for each type of 
capital, respectively innovative, institutional, economic and organizational.  
Due to the fact that both rankings 1, 2 and 7 were selected as the best with 
similar frequency, an analysis of the correlation between the values of the 
synthetic indicator for these methods of linear ordering was performed. The 
analysis showed a strong and positive correlation between the values of the 
measures in both variants of the calculations (ranking 1 and 7 and ranking 2 
and 7), which is presented in Table 7.  
Based on the analyzes carried out, it was decided to select the ranking 7, as 
the optimal solution. According to the ranking established on the basis of 
a synthetic indicator based on author's weights and standardization, over 
the analyzed years, the highest position in the ranking was occupied by 
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PEKAO bank - only in 2011 it was ranked 3rd, in the remaining years it 
was ranked 1st (7- times) or 2nd. (3- times).  The lowest in the ranking was 
Santander Bank, which in 2016 was at position 9, while in the remaining 
years, position 10 or 11. Bank Millenium in 2009-2017 was ranked 1-3 in 
the ranking, and then in 2018-2019 it was ranked 5. In 2018-2019 an ad-
vance in the ranking for ING Bank was visible - from places 4-7 to position 
2. Diagram 1 shows the results obtained for individual banks. 
 
 
Conclusions 
 
In today's economic reality, entities that usually succeed are considered to 
be knowledge-based organizations, i.e. those based on a unique method of 
acquiring, processing and creating knowledge. Bank managers are increas-
ingly focusing not only on efficiency and financial indicators but precisely 
on taking into account parameters describing the IC subsystems, including 
service quality, bank reputation, customer confidence in the bank and the 
attractiveness and comprehensiveness of its offer as essential determinants 
of assessment subject. Every modern bank's challenge is to understand the 
importance of intellectual capital, define its elements, and set measures that 
enable it to be effectively managed, leading to the improvement and 
maintenance of substantial capital and competitive position. 

The article aimed to present an assessment of the bank's competitive-
ness, which considers the subsystems of intellectual capital. Proprietary 
diagnostic indicators were used, created based on the analysis of reports 
from specialized banks. It can be concluded that such a multidimensional 
assessment has identified a banking leader who, while effectively managing 
economic capital and caring for the stability of the financial system, also 
focuses on the development of intellectual capital. This issue requires fur-
ther research and development of diagnostic variables to be able to develop 
a comprehensive measure of the bank's competitiveness. This may consti-
tute a pre-discussion in this matter, as the structure of intellectual capital is 
also defined differently in the source literature. 

The division of intellectual capital adopted in the article emphasizes the 
importance of human capital, which permeates all other structures, consti-
tuting a binding material and cannot be wholly excluded from some ele-
ments. Still, there are also many researchers finding human capital as 
a separate layer of intellectual capital. Different-oriented definition and 
division of intellectual capital result in the lack of clear recommendations 
as to the changes that should be made in enterprise management models to 
improve its competitiveness, using intellectual capital as a critical factor. 



Proceedings of the 11th International Conference on Applied Economics  

Contemporary Issues in Economy: Quantitative Methods 
 

26 

References 

 
Rosińska-Bukowska, M. (2019). Human Capital and Intellectual Capital in Modern 

International Business - Based on Studies of the Strategies of Transnational 
Corporations, Comparative Economic Research-Central and Eastern Europe, 
22(2). doi:10.2478/cer-2019-0017. 

Klimontowicz, M. (2018). The role of bank’s innovatives in building market effi-
ciency the case of Poland, In C. Bratianu, A. Zbuchea, A. Vitelar (Ed), Strate-

gica:challenging the status quo in management and economic, Bucharest. 
Ozkan N., Cakan S., & Kayacan M .(2017). Intellectual capital and financial per-

formance: A study of the Turkish Banking Sector, Borsa Istanbul Review, 
17(3), doi: 10.1016/J.BIR.2016.03.001. 

Fedaseyeu, V., Linck, J.S, & Wagner, H.F (2018). Do qualifications matter? New 
evidence on board functions and director compensation. Journal of Corporate 

Finance, 48(2), doi: 10.1016/ / j.jcorpfin.2017.12.009. 
Pedro, E., Leitao, J., & Alves, H. (2018). Intellectual capital and performance: 

Taxonomy of components and multi-dimensional analysis axes. Journal of In-

tellectual Capital, 19(2). doi: 10.1108/JIC-11-2016-0118. 
Malina A., & Zeliaś A. (1997), On building taxonometric measures of living condi-

tion, Statistics in transition: an international journal of the Polish Statistical 

Association, 3(2). 
Ying Nan, & Yuhong Yang (2014). Variable Selection Diagnostics Measures for 

High-Dimensional Regression, Journal of Computational and Graphical Statis-
tics, 23(3), doi:10.1080/10618600.2013.829.780.  

Kukuła K., & Luty L.(2015). The Proposal for the Procedure Supporting Selection 
of a Linear Ordering Method, Przegląd Statystyczny, 62(2). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Annex 

 
 
Table 1. Accepted indicators included in the study 
 

Capi

tal 

Sym

bol 
Name 

The nature of the 

indicator 

KE X1 ROA S 

KE X2 ROE S 

KE X3 NIM S 

KE X4 CIR D 

KE X5 loans / loans sector (L / SL) S 

KE X6 sector deposits / deposits (D / SD) S 

INN X7 
number of clients actively using internet banking / number of 
clients (EB / C) 

S 

INN X8 
number of clients actively using the mobile application / 
number of clients (MB / C) 

S 

ORG X9 employee benefits / number of employees (C / E) S 

KE X10 profit / number of employees (P / E) S 

KE X11 sales revenues / assets (S \ A) S 

INS X12 Ranking Bankier-place in the ranking D 

INS 
X12_

a 
Banker ranking - results in the overall ranking S 

ORG X13 
increase in the number of customers compared to commercial 
banks (N / C) 

S 

INN X14 value of training / employee benefits (T / C) S 

ORG X15 number of branches / number of branches sector (B / SB) S 

ORG 
X15_

a 
number of branches / number of clients (B / C) S 

KE X16 capital adequacy ratio S 

KE X17 ROS S 

ORG X18 number of clients / number of employees (C / E) D 

INN X19 training value / number of employees (T / E) S 

KE X20 loans / deposits (L / D) N 

KE X21 assets / sector assets (A / SA) S 

INS X22 number of awards granted (INC) S 

INS 
X22_

a 
number of awards granted / number of awards commercial 
banks 

S 

INS X23 good CSR (GP) practices S 

INS 
X23_

a 
good CSR practices / good practices commercial banks S 
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Table 3. Diagnostic indicators included in the study and their nature 
 
Capital / 

Symbol 
Name 

The nature of 

the indicator 

INN   

X7 
number of clients actively using internet banking / number of 

clients 
S 

X14 value of training / employee benefits S 

    INS   

X12 Banker ranking S 

X22 number of awards granted (INC) S 

X23 good CSR (GP) practices S 

    KE   

X1 ROA S 

X3 NIM S 

X4 CIR D 

X5 loans / loans sector S 

X16 capital adequacy ratio S 

ORG   

X9 employee benefits / number of employees S 

X13 
increase in the number of customers compared to commercial 

banks (N / C), 
S 

X15 number of branches / number of branches sector S 

X15a number of branches / number of clients S 

X18 number of customers / number of employees D 
 
 
Table 4. System of weights adopted in the analysis 
 

Specification INN INS KE ORG 

Equal weights (for indicators) 0,50 0,33 0,20 0,20 

Equal weights (for subgroups) 0,25 0,25 0,25 0,25 

Author's auctorial weights (for indicators) 0,50 0,33 0,20 0,20 

Author's auctorial weights (for subgroups) 0,20 0,20 0,40 0,20 

     

 
 
 
 
 
 
 



Table 6. Ranking depending on the weighting system and standardization method 
 

Ranking Weight system Normalization method 

Ranking 1 equal zero unitarization 

Ranking 2 equal unitarization 

Ranking 3 equal standardisation 

Ranking 4 equal standardization (over time) 

Ranking 5 auctorial zero unitarization 

Ranking 6 auctorial unitarization 

Ranking 7 auctorial standardisation 

Ranking 8 auctorial standardization (over time) 
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Table 8. Pearson's linear correlations of the values of synthetic indicators for 
variants 1 and 7 as well as 2 and 7 
 

Year 
Correlation 

(rankings 1 and 7) 
Correlation 

(rankings 2 and 7) 

2009 0,984 0,997 
2010 0,956 0,997 
2011 0,988 0,996 
2012 0,967 0,991 
2013 0,983 0,997 
2014 0,969 0,997 
2015 0,984 0,999 
2016 0,947 0,998 
2017 0,957 0,999 
2018 0,961 0,994 
2019 0,979 0,993 

 

 
Figure 1. Static ranking of banks for a measure of development based on author's 
weights and standardization 
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Abstract 
 

Research background: The coronomic crisis manifested itself in the fact that 
many countries of the world, including the USA, China and most Central and East-
ern European countries, suspended their economies. The lockdown of economic 
activity primarily concerned tourism and caused a collapse in stock exchanges 
which directly affected the real sector of the economy.  
This COVID-19 crisis and past financial crisis experiences show the research gap 
that allows to contribute to recognize the determinants of economic fragility and  
aims at revealing how to mitigate these negative phenomenon in the future and - if 
happen - offer proper anti-crisis and recovery policy responses.  
Purpose of the article: The aim of this study is to identify main drivers of eco-
nomic fragility in Central and Eastern European countries. 
Methods: This study focuses on fsQCA (Fuzzy set Qualitative Comparative Anal-
ysis) in economic fragility and crisis research. The study concentrates on imple-
menting fsQCA method to identify and evaluate the main drivers of economic 
fragility in Central and Eastern European countries based on Fragile States Index 
data. Research covers 2020. 
Findings & Value added: This article shows how an fsQCA approach can over-
come the knowledge gap of current conceptual and methodological attempts to 
expose economic fragility’s architecture of causalities.  
The research indicates and examines the main reasons for economic fragility in 
Central and Eastern European countries, e.g.: economic decline, uneven economic 
development, unemployment rate, demographic pressure, government debt, bank-
ruptcy declarations. As a result of the coronomic crisis and anti-fragility measures 
the national budgets deficit is growing and its reduction will be one of the main 
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tasks of the post-crisis period. It points out that anti-crisis measures, by their na-
ture, can create conditions for promoting the zombie-ing of the economy. 
 
 

Introduction  
 
The OECD describes fragility as the combination of exposure to risk and 
insufficient coping capacity of the state, systems and/or communities to 
manage, absorb or mitigate those risks. Fragility can lead to negative out-
comes including violence, poverty, inequality, displacement, and environ-
mental and political degradation. Fragility of countries is assessed by 
a combination of measurable indicators (OECD, 2020). Failed states, char-
acterized by not meeting the basic needs of citizens, are characterized by 
low level of economic development, poverty, epidemics and conflicts of 
various backgrounds. 

Over the last 20 years, fragile contexts have gradually increased their 
connections to international systems, trade, migration and financial net-
works. For many fragile contexts, this improved economic connectivity has 
been a source of opportunity, increasing investment in infrastructure, open-
ing access to new markets, facilitating new approaches to social service 
delivery, and enabling domestic and international finance where it might 
not otherwise be available. Fragile contexts may be among the hardest hit 
from reductions in external finance, foreign direct investment (FDI) and 
remittances, with impacts on tax revenues and significant debt risks. Efforts 
to support the access of fragile contexts to domestic and international fi-
nancing should include mechanisms to reduce the volatility of financial 
flows and prepare for so-called black swan events. A black swan is an “un-
known” where its very existence is not recognized or predicted. Black 
swans are “future circumstances, events or outcomes that are impossible to 
predict, plan for, or even to know where or when to look for them”. Fuzzy 
logic based risk assessment considers that a single variable can be a mem-
ber of multiple groups e.g. it can capture uncertainty, vagueness and aggre-
gated risk that if one event happens this then makes a second event more 
likely  (Manning at al., 2020, pp. 289−290). 

The majority research of fragility focuses on financial fragility. Bernan-
ke & Gertler (1990) characterize a "financially fragile" situation as one in 
which balance sheets are so weak that the economy experiences substantial 
underinvestment, misallocation of investment resources, and possibly even 
a complete investment collapse. Determinants of financial instability and 
the interaction between financial constraints generates cyclical fluctuations 
characterized by dynamic instability have been pointed out by a prestigious 
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and diversified tradition of thought including, e.g., Fisher (1933, pp. 337–
357). 

What have not been thoroughly analyzed are the determinants of  eco-
nomic fragility. In this paper the author intends to contribute to this analysis 
by identifying and interpreting main drivers of economic fragility in Cen-
tral and Eastern European countries by using fsQCA1 (Fuzzy set Qualita-
tive Comparative Analysis) in this research. The purpose of the study is to 
indicate and interpret main drivers leading to the economic fragility in Cen-
tral and Eastern European countries. 

Jiang at al. (2017, p. 342) highlight the necessity and urgency of clean-
ing up zombie companies. Zombie enterprises are characterized by low 
operational efficiency and production, and they suffer from long-term loss-
es or insolvency. 

 
 

Research methodology  

 
The research sample consist of Central and Eastern European Countries 
(CEECs). CEECs is an OECD term for the group of countries comprising 
Albania, Bulgaria, Croatia, the Czech Republic, Hungary, Poland, Roma-
nia, the Slovak Republic, Slovenia, and the three Baltic States: Estonia, 
Latvia and Lithuania (OECD Glossary of Statistical Terms…, 
https://stats.oecd.org/glossary/detail.asp?ID=303). The article uses also 
Fragile States Index, OECD, Eurostat and International Monetary Fund 
data.  

The study concentrates on implementing fsQCA method to identify and 
evaluate the main drivers of economic fragility in Central and Eastern Eu-
ropean countries based on Fragile States Index data. The research presents 
the following hypothesis: The level of fragility of CEECs has been in-
creased during the Covid-19 pandemic. 

The application of fsQCA to cross-case evidence comprises three dis-
tinct phases:  
1. selecting cases and constructing a truth table that defines their causally 

relevant characteristics,  
2. testing the sufficiency of causal conditions, 
3. deriving and interpreting the results.  

 
1 fsQCA - fuzzy set Qualitative Comparative Analysis, Ragin & Davey (2014). Fuzzy-

set/qualitative comparative analysis 2.5 [software program]. Irvine, CA: Department of 
Sociology, University of California. 
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Research methodology describes data matrix and truth table construc-
tion.  FsQCA comprises several steps. The first step is to construct a truth 
table. Stage two reduces the number of rows in the truth table. Ragin 
(2006) recommends a minimum consistency of 0.75. Conversely, cases 
where the outcome is not present are irrelevant, and are thus absent when 
testing propositions. During the third stage of analysis, following a review 
of the truth table, an algorithm simplifies combinations and minimizes 
solutions. 

Qualitative Comparative Analysis (QCA) is an analytic technique for 
the study of different cases, or configurations of aspects, that can lead to the 
same outcome. Both theory and the mechanics of the fsQCA 2.5 software 
program (Ragin, 2008, pp. 87−121; Ragin & Davey, 2014) are useful to 
obtain information on relevant recipes and have an importance in economic 
fragility evaluation because “such analyses provide a useful match among 
the tenets of complexity theory and the inherent complexity of relationships 
in data” (Woodside, 2014, p. 2502). FsQCA is a program that uses combi-
natorial logic, fuzzy set theory, and Boolean minimization to point out what 
combinations of case characteristics are necessary or sufficient to produce 
an outcome.  

The program begins with a data matrix. Although this lists the cases as 
rows, as with a conventional data matrix, in the columns, case characteris-
tics are not variables in the usual sense, but degrees of membership of 
a defined category, namely a fragile country case or non-fragile country 
case. Membership may be binary: cases are either members or non-
members of a category, namely fragile and non-fragile cases. A fuzzy set 
allows the calibration of the degree of set membership, using scores in the 
interval 0.0 to 1.0. Membership scores above 0.5 indicate that a case is 
more in than out, while scores close to 1.0 indicate that a case is mostly in, 
and scores close to 0.0 indicate that a case is mostly out. Full membership 
(1.0) and full non-membership (0.0) are qualitative states, not arbitrary 
values (e.g., highest and lowest scores). Conditions use six-value fuzzy set 
measurement scale (the interval from 0.0 to 1.0, namely: 1 = fully in; 0.8 = 
mostly in; 0.6 = more or less in; 0.4 = more or less out; 0.2 = mostly out; 0 
= fully out) or a dichotomous approach (1 = fully in, 0 = fully out). Fuzzy 
sets are binary and metric at the same time.  

The application of QCA to cross-case evidence comprises three distinct 
phases: (1) selecting cases and constructing a truth table that defines their 
causally relevant characteristics; (2) testing the sufficiency of causal condi-
tions; and (3) deriving and interpreting the results. 
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Results  

 
This part of the article presents CEECs’ Fragile States Index countries 
evaluation using fsQCA method. QCA comprises several steps. The first 
step is to construct a truth table. Stage two reduces the number of rows in 
the truth table. Establishing necessary conditions should highlight cases 
that lead to the outcome. During the third stage of analysis, following 
a review of the truth table, an algorithm simplifies combinations and mini-
mizes solutions. 

FsQCA method analyses and interprets the CEECs’ countries empirical 
data, which were collected from the Fragile States Index. The study anal-
yses and uses the data of the Fragile States Index that consists of 4 main 
groups and 12 indicators totally (3 more indicators data relay on Eurostat 
and International Monetary Fund). The study analyzes 15 indicators totally. 
These groups indicate: economic, social and cross-cutting, cohesion, and 
political indicators. All these groups are interconnected and intervene each 
other. Economic indicators include: the economic decline indicator, the 
uneven economic development indicator and the human flight and brain 
drain indicator. 

The economic decline indicator considers factors related to economic 
decline within a country. For example, the indicator looks at patterns of 
progressive economic decline of the society as a whole as measured by per 
capita income, Gross National Product, unemployment rates, inflation, 
productivity, debt, poverty levels, or business failures. It also takes into 
account sudden drops in commodity prices, trade revenue, or foreign in-
vestment, and any collapse or devaluation of the national currency. The 
economic decline indicator considers the responses to economic conditions 
and their consequences, such as extreme social hardship imposed by eco-
nomic austerity programs, or perceived increasing group inequalities. The 
economic decline indicator is focused on the formal economy – as well as 
illicit trade, including the drug and human trafficking, and capital flight, or 
levels of corruption and illicit transactions such as money laundering or 
embezzlement. 

The uneven economic development indicator considers inequality with-
in the economy, irrespective of the actual performance of an economy. For 
example, the indicator looks at structural inequality that is based on group 
or based on education, economic status, or region (such as urban-rural di-
vide). The indicator considers not only actual inequality, but also percep-
tions of inequality, recognizing that perceptions of economic inequality can 
fuel grievance as much as real inequality. Indicator also takes into account 
the opportunities for groups to improve their economic status, such as 
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through access to employment, education, or job training such that even if 
there is economic inequality present, to what degree it is structural and 
reinforcing. 

The human flight and brain drain indicator considers the economic im-
pact of human displacement (for economic or political reasons) and the 
consequences this may have on a country’s development. On the one hand, 
this may involve the voluntary emigration of the middle class – particularly 
economically productive segments of the population, such as entrepreneurs, 
or skilled workers such as physicians – due to economic deterioration in 
their home country and the hope of better opportunities farther afield. On 
the other hand, it may involve the forced displacement of professionals, and 
specifically the economic impact that displacement may wreak on an econ-
omy through the loss of productive, skilled professional labor. 

The unemployment rate is the number of unemployed persons as a per-
centage of the labor force (the total number of people employed and unem-
ployed) based on International Labour Office (ILO) definition. Unem-
ployed persons comprise persons aged 15 to 74 who fulfill all the three 
following conditions: - are without work during the reference week; - are 
available to start work within the next two weeks; - have been actively 
seeking work in the past four weeks or have already found a job to start 
within the next three months. The indicator monitors high and persistent 
rates of unemployment and it helps to better understand the potential se-
verity of macroeconomic imbalances. It points towards a potential misallo-
cation of resources and general lack of adjustment capacity in the economy. 
The unemployment data are seasonally adjusted. The data source is the 
quarterly EU Labour Force Survey (EU LFS). The EU LFS covers the resi-
dent population in private households. 

All 15 conditions comprise the five main groups, namely: (1) economic 
decline and poverty, (2) uneven economic development, (3) government 
debt, (4) unemployment rate, (5) demographic pressure.  

Coverage presents empirical relevance or importance. Consistency 
scores should be as close to 1.0 (perfect consistency) as possible. With 
consistency scores below 0.75, to maintain that a subset relation exists is 
increasingly difficult. Conversely, cases where the outcome is not present 
are irrelevant, and are thus absent when testing propositions. 

According to the results consistency does not exceed 0.75 for any con-
ditions. Thus, any condition on its own assure state fragility. This results 
does not confirm the hypothesis that the level of fragility of CEECs has 
been increased during the Covid-19 pandemic. This is in line to French 
research results that indicate relatively low level of corporate bankruptcy 
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and good economic standing of French economy, because of public finan-
cial support. 
 
 

Conclusions 
 

This article shows how an fsQCA approach can overcome the knowledge 
gap of current conceptual and methodological attempts to expose economic 
fragility’s architecture of causalities.  

In this study the author contributes to a theory of economics by identify-
ing and interpreting main drivers of economic fragility in Central and East-
ern European countries by using fsQCA in the research. 

Because of governments’ financial support the economic fragility fac-
tors, namely: economic decline and uneven economic development have 
too low consistency level (minimum is 0.75) and are outside the final mod-
el. This is in line to French research results that indicate relatively low level 
of corporate bankruptcy and good economic standing of French economy, 
because of public financial intervention. 

In the author's opinion, economic factors should gain greater signifi-
cance in the scope of the discussed issues, but they are limited and margin-
alized in the index construction. 

As a result of the coronomic crisis and anti-fragility measures the na-
tional budgets deficit is growing and its reduction will be one of the main 
tasks of the post-crisis period. It points out that anti-crisis measures, by 
their nature, can create conditions for promoting the zombie-ing of the 
economy. 

According to the evolutionary theory of Schumpeter, such crisis could 
indeed foster a new beginning. After the corona crisis and the economic 
downturn, the phenomenon of Schumpeter’s creative destruction; has 
gained new, different importance. 
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Abstract 

 

Research background: Between 2004 and 2013, the European Union enlarged to 
include 11 post-communist countries. As a result, these countries started to operate 
in the common European market, which accelerated the changes taking place in 
their economies, including changes in their labour markets. 
Purpose of the article: The aim of the study is to compare changes in the situation 
in the labour markets of post-communist countries with those of Western Europe 
between 2002 and 2019. 
Methods: The TOPSIS method was used to assess the situation in the labour mar-
ket in individual countries. On its basis, time series of changes in this situation 
were determined using the Dynamic Time Warping method. The similarity matrix 
built on its basis was used in the Ward’s method to determine homogeneous clus-
ters of countries in terms of changes in the situation in the labour markets. 
Findings & Value added: Four homogeneous clusters of countries were obtained 
in terms of changes in the labour market situation. Post-communist countries were 
included in two of them. One cluster was formed by only three post-communist 
countries (Bulgaria, Croatia and Slovakia). The remaining post-communist coun-
tries together with seven Western European ones (Germany, France, Spain, Portu-
gal, Finland, Malta and Belgium) formed the largest cluster. Thus, the changes 
taking place in this group of post-communist countries were similar to those in the 
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Western countries mentioned above. The other two clusters consisted exclusively 
of Western European countries. The added value of the study is the multivariate 
assessment of the changes in the labour market situation in post-communist coun-
tries. 
 
 
Introduction 
 
The process of transition from the centrally planed economy into the free 
market one started in Europe in late 1980s. Since then, over a dozen of 
countries began transformation of their economies. Since 2004, until 2013, 
eleven of them joined the European Union. The largest number of them 
joined it in year 2004 (Czechia, Estonia, Hungary, Latvia, Lithuania, Po-
land, Slovakia and Slovenia). Two countries (Bulgaria and Romania) joined 
the EU in 2007 and the last one – Croatia – in 2013. The process of transi-
tion of their economies was difficult and exhausting for large parts of their 
citizens. Many branches of the economy collapsed or decreased (large parts 
of heavy industries, mining, shipbuilding or textile industries). It caused 
changes in employment levels and forms. Previously non-existent, non-
standard forms of employment (self-employment, or part-time amploy-
ment) became more prominent. Although they are much more beneficial for 
the employer than for the employee, they helped improving the parameters 
of the labour market, such as decrease of the unemployment rate (Zieliński, 
2020). 

After thirty years of beginning of the transformation process, we can ob-
serve the convergence process for the post-communist countries. As previ-
ous researchers show, members of the eurozone (Estonia, Latvia, Lithuania, 
Slovakia and Slovenia) converge faster with the Western European coun-
tries than the countries outside the eurozone (with a few exceptions – 
Czechia converges similarly as the Western European countries and Greece 
– similarly as the Eastern European ones) (Monfort et al., 2013). As the 
convergence of the GDP PPP of the post-communist countries with the 
Western European ones occurs, it would be interesting to check if there is 
a similarity in the change of the situation in their labour markets with 
changes of such situation in the Western European ones. It is also worth 
noting that now the very situation of many post-communist countries 
(Czechia, Estonia, Poland or Slovenia) in their labour markets is amongst 
the best in the whole EU (Bieszk-Stolorz & Dmytrów, 2020). Therefore, 
the goal of the research is assessement of changes of situation in the Euro-
pean Union member states with particular emphasis on the post-communist 
countries in the period 2002-2019. The first year of the analysis was select-
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ed because it was the year, when the EU signed the agreement with the first 
post-communist countries. The 2019 was selected as the final year of the 
analysis, because it was the last year, when the EU consisted of 28 coun-
tries and it was the last year before the outbreak of the Covid-19 pandemic 
that complicated the situation in the labour market. 

Every year situation on the labour market was analysed by using the 
TOPSIS composite measure. Pairwise comparisons of changes of the situa-
tion in the labour market between all countries were done by means of the 
Dynamic Time Warping (DTW) method. Computed in such a way distance 
matrix was then used in the hierarchical clustering, to separate homogene-
ous groups of countries with respect to changes of situation in their labour 
markets. 
 
 
Research methodology 
 
The research analyses the situation in the labour markets of the EU member 
states (as of year 2019) in years 2002-2019. Statistical data was obtained 
from the Eurostat. The situation on the labour market was analysed by 
means of eight variables: 
x1 — registered unemployment rate (share of the unemployed in the num-

ber of professionally active persons — %), 
x2 — youth unemployment rate (share of the number of unemployed peo-

ple aged 15–24 in the number of economically active people in this 
age group — %), 

x3 — long-term unemployment rate (share of the number of people unem-
ployed for a period of at least 12 months in the total number of un-
employed people — %), 

x4 — median unemployment duration (in months), 
x5 — activity rate (share of the number of economically active people aged 

15–74 in the total number of people in this age group — %), 
x6 — employment rate (share of employed persons aged 15–74 in the total 

number of persons in this age group — %), 
x7 — duration of working life (in years), 
x8 — age dependency ratio (ratio of the number of people in pre-working 

and post-working age to the total population). 
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The research was conducted by means of methods belonging to three 
groups: 
− linear ordering, 
− Dynamic Time Warping (DTW), 
− cluster analysis. 

Linear ordering methods are used in the multivariate statistical analysis. 
They change the objects, described by multiple variables into the objects 
described by means of the composite measure. On the basis of the decision 
theory, methods such as AHP, ANP, Electre, SAW, COPRAS, or TOPSIS 
were invented (Podvezko, 2011; Saaty & Ergu, 2015). On the other hand, 
in the field of multivariate statistical analysis such methods as the compo-
site measure of development (Hellwig, 1972) or Generalised Distance 
Measure, used as the composite measure of development. 

In the first step of any linear ordering method, the observation matrix is 
created �����: 

 

����� = ���� ��	 ⋯ ����	� �		 ⋯ �	�⋮ ⋮ ⋱ ⋮��� ��	 ⋯ ���� (1) 

 
where: ��� – value of j-th variable in i-th object (� = 1,… , �, � = 1,… ,�). 
The objects are the countries and the variables – previously described ones, 
depicting the situation in the labour market. 

The second step is determination of the character of the variables. There 
are three types of variables: 
− stimulants (the highest possible value of a variable is desired), 
− destimulants (the lowest possible value of a variable is desired), 
− nominants (specific value of a variable is desired). 

In the set of applied in the research variables, x2, x3, x4 and x8 are des-
timulants, x5, x6 and x7 are stimulants, and x1 is a nominant. It was assumed 
that the nominal value of the unemployment rate is the natural unemploy-
ment rate. Different studies indicate different levels of unemployment, the 
study assumed a natural unemployment rate of 3%. Before proceeding, 
nominant was transformed into the stimulant. 

The third step of every linear ordering method is assigning weights to 
the variables. We can apply several methods to determine the weights. 
They belong to two main groups: the statistical and expert ones. However, 
if there is no indication, which variables are considered as more important 



Proceedings of the 11th International Conference on Applied Economics  

Contemporary Issues in Economy: Quantitative Methods 
 

46 

than the others, it is also possible that weights are the same for all of them. 
The research assumes that weights of all variables are equal. 

The fourth step of linear ordering is normalisation of variables. All vari-
ables must be normalised in order to remove units and eliminate the differ-
ences in orders of magnitude. In the research, one of the quotient inversions 
was used: 

 ��� = ����∑ ���2��=1
 

(2) 

 
where xij – value of the j-th variable in the i-th object, zij – normalised value 
of the j-th variable in the i-th object, n – number of objects. 

Amongst many linear ordering methods, the study uses the well-known 
TOPSIS (Technique for Order of Preference by Similarity to Ideal Solu-
tion). It was invented by Hwang and Yoon (1981). The TOPSIS method 
has two reference points – the pattern and anti-pattern. In the research, the 
composite variable obtained by means of the TOPSIS method is calculated 
every year. 

In the second stage of the research, the previously obtained time series 
of composite variable are pairwisely compared. The aim of the comparison 
is analysis of similarity of compared time series. It can be done by means of 
the Dynamic Time Warping (DTW) method. DTW originally was applied 
for the context speech recognition (Giorgino, 2009). It is used for estima-
tion of the optimal alignment of timeseries by means of the dynamic pro-
gramming methods. The alignment between the two time series is measured 
by the cost matrix obtained by means of the taxicab geometry (Manhattan 
distance metric). Optimal alignment between the two time series is found 
by minimising the overall cost amongst all possible warping paths. A (N, 
M)-warping path is a sequence � = (��, … , ��), where �ℓ = (�ℓ,�ℓ) ∈!1:#$ × !1:&$ for ℓ ∈ !1: '$, satisfying the following conditions (Müller, 
2007, p. 70): 
− Boundary condition: �� = (1,1) and �� = (#,&). 
− Monotonicity condition: �� ≤ �	 ≤ ⋯ ≤ �� and �� ≤ �	 ≤ ⋯ ≤ ��. 
− Step size condition: �ℓ)� − �ℓ ∈ {(1,0), (0,1), (1,1)} for ℓ ∈ !1: ' − 1$. 

N and M are the lengths of both time series, L is the length of the warp-
ing path. The total cost of warping path between series X and Y is defined 
as follows: 
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./(0, 1) =2.(��ℓ , 3�ℓ)�
ℓ4�  (3) 

 
where ��ℓ , 3�ℓ are the coordinates of the warping path p. The optimal 
warping path between the series X and Y is the warping path p* that mini-
mises the total cost amongst all possible paths. This minimal cost is called 
the DTW distance between series X and Y and is denoted by DTW(X, Y): 
 DTW(0, 1) = ./∗(0, 1) = min{./(0, 1)} (5) 

 
After comparing every pair of countries, the distance (similarity) matrix 

is obtained. This matrix is used in the third stage of the research. At this 
stage, the EU countries are grouped with respect to changes of situation in 
the labour market for the analysed period. It is done by using the hierar-
chical method of cluster analysis – the Ward’s (Ward, 1963). Dissimilarity 
of clusters on each step are measured by means of the Euclidean metric. 
The linkage criterion is the unweighed mean: 

 <=> = 1�=�>22<(�, 3)?∈>@∈=  (6) 

 
where: �=, �> – sizes of clusters A and B, respectively, <(�, 3) – distances between objects in clusters A and B. 
 
 
Results 
 
In the first stage of the analysis the TOPSIS method was applied and the 
countries were ranked with accordance to the situation in their labour mar-
kets. Table 2 presents rankings for years: 2002 – the first year of the analy-
sis, 2004 – the year with the first enlargement of the EU (10 countries), 
2007 – year, in which Bulgaria and Romania joined the EU, 2013 – year, 
when Croatia joined the EU and 2019 – the last year of the analysis. 

At the beginning of the observation period, amongst the post-communist 
countries the best position in the labour market was in Hungary (it was 
ranked 11th) and the worst – in Croatia (last, 28th place). In the middle of 
the rate were Czechia and Slovenia. The rest of former communist coun-
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tries were at the end of the rate. In the year 2004 (first enlargement of the 
EU) position of most post-communist countries generally did not change 
much (with the exception of Slovenia, for which it improved by five posi-
tions). In 2007 (the second enlargement of the EU and the onset of the 
global financial crisis), position of the Baltic States improved drastically 
(especially in cases of Latvia – improve from 17th to 9th position, and Lith-
uania – from 21st to 3rd), position of Hungary deteriorated (from 10th to 20th 
position). In the case of other post-communist countries, their situation did 
not change much in comparison with year 2004. In 2013 (when Croatia 
joined the EU amd when the second wave of the glogal financial crisis end-
ed) changes were more visible. Positions of Czechia, Poland and Romania 
improved drastically (for Czechia from 16th to 10th, for Poland – from 26th 
to 16th and for Romania – from 22nd to 11th). Slight improvements could be 
observed for Bulgaria, Estonia, Hungary and Slovakia, no change for Croa-
tia and deterioration for Latvia and Lithuania (in the former case from 9th to 
19th position, while for the latter – from 3rd to 15th). The last year of the 
analysis brought further improvements of position of Poland – it was 
ranked 1st. Position of Estonia improved to 6th and Croatia – to 20th (from 
the last but one in 2013). Position of most other post-communist countries 
returned to more or less the same as at the beginning of the observation 
period. Summing up, position for post-communist countries after joining 
the EU in most cases (Bulgaria, Croatia, Czechia, Estonia, Lithuania, Po-
land, Romania) improved. In remaining four cases (Latvia, Hungary, Slo-
venia and Slovakia) it remained on more or less the same level. Improve-
ments of position of the post-communist countries were achieved at the 
costs losing their places in ranking for such countries, as Belgium, Ireland, 
Greece, Spain, France, Luxembourg, or Portugal. 

The time series of the TOPSIS measures calculated for all coutries were 
then compared by means of the DTW method. After pairwise comparisons, 
the distance matrix was obtained. On its basis, the Ward’s method was 
applied and the dendrogram was obtained (Figure 1). 

Four clusters of EU countries were distinguished. Former Eastern Block 
countries were in two of them. Eight of them (Czechia, Estonia, Hungary, 
Latvia, Lithuania, Poland, Romania and Slovenia) was in the largest one, 
containing also Belgium, Finland, France, Germany, Malta, Portugal and 
Spain (total 15 countries). The second cluster (Bulgaria, Croatia and Slo-
vakia) consisted only of ex-communist countries. The third cluster (second 
largest) contained eight countries (Austria, Cyprus, Denmark, Ireland, Lux-
embourg, the Netherlands, Sweden and the United Kingdom). The last, 
smallest cluster consisted of only two countries – Greece and Italy. The 
third cluster can be considered as the one with countries being generally in 



Proceedings of the 11th International Conference on Applied Economics  

Contemporary Issues in Economy: Quantitative Methods 
 

49 

the best situation in their labour markets. The two smallest clusters contain 
countries with generally the worst situation in their labour markets. 
 
 
Conclusions 
 
The article presents the research regarding the evaluation of changes in the 
situation in the labour markets of post-communist members of the Europe-
an Union. Conducted analysis shows that if we compare changes of situa-
tion in the labour markets of analysed countries, the four homogeneous 
clusters of countries were selected. The post-communist ones were in two 
clusters (three countries – Bulgaria, Croatia and Slovakia solely created one 
and the rest of them were the members of another cluster, along with seven 
Western European ones). The fact that changes of situation of Bulgaria, 
Croatia and Slovakia in their labour markets differed from other post-
communist countries mainly resulted from the fact that these countries dur-
ing the largest part of the observation period had higher unemployment 
rate, high long-term unemployment rate, long unemployment duration and 
relatively low employment/activity rate. 

Analysing changes of the situation in the labour market, the positive 
conclusion for the post-communist countries can be drawn. For majority of 
them, these changes were similar than in high-developed Western European 
countries, as Belgium, Germany, Finland, or France. 
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Annex 

 
 
Table 1. Rankings of countries with respect to their situation in their labour 
markets for years 2002, 2004, 2007, 2013 and 2019 
 

Country 2002 2004 2007 2013 2019 

Belgium 18 16 21 13 21 
Bulgaria 27 25 25 21 23 
Czechia 16 19 16 10 9 
Denmark 4 3 1 4 7 
Germany 14 18 23 2 4 
Estonia 21 22 14 12 6 
Ireland 6 5 6 22 12 
Greece 22 23 24 28 28 
Spain 15 13 12 25 25 
France 13 14 17 14 24 
Croatia 28 26 27 27 20 
Italy 25 20 19 23 27 
Cyprus 1 2 2 20 17 
Latvia 19 17 9 19 19 
Lithuania 23 21 3 15 15 
Luxembourg 3 6 5 3 14 
Hungary 11 10 20 18 10 
Malta 10 15 15 8 3 
Netherlands 2 4 7 7 2 
Austria 5 7 4 1 8 
Poland 24 27 26 16 1 
Portugal 9 9 18 24 22 
Romania 20 24 22 11 18 
Slovenia 17 12 13 17 16 
Slovakia 26 28 28 26 26 
Finland 12 11 11 5 11 
Sweden 8 8 10 6 13 
United Kingdom 7 1 8 9 5 

 
  



Figure 1. Dendrogram of EU countries with respect to similarity of time series of 
situation in their labour markets 
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Abstract  

 

Research background: The research on the residential market focuses primarily 
on analyses of the size and quality of the housing stock, investments, or on seeking 
dependencies with socio-economic factors and the analysis of prices and the con-
struction of residential property price indices. An equally important issue is as-
sessing the intensity of trade in particular types of flats. A standard view is that 
those small flats are more frequently traded on the market than the large ones. 
Purpose of the article: The proposed study analyses the duration of residential 
property ownership by the same owner (from the date of purchase to the date of 
sale). It depends on the characteristics of the property, including its size. The re-
search will verify the hypothesis that the ownership of small residential units lasts 
shorter. The analysis will be carried out on the homogeneous, in terms of owner-
ship rights, cooperative housing market in Stargard. The article focuses on the 
effects of the building location, resulting in a more frequently sale. 
Methods: The study assesses the valuation model basing on a case study of a town 
of Stargard in Poland. In the empirical part of the paper, the regression analysis is 
employed to examine residential property value in a local housing estate and the 
duration analysis to explore ownership duration time. The study uses the nonpara-
metric Cox proportional hazard models estimated separately for flats in surface 
groups and the Cox proportional hazard model with explanatory variables depend-
ent on time. 
Findings & Value-added: This research is important in the socio-spatial connec-
tion to the housing market. It shows that current practice related to buying a small 
flat as an investment in the housing market is appropriate.  Due to the rapid price 
increase of small flats and their high turnover, the chances for a good investment 
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are increasing. Using the Cox model, we show that poor location in the old city 
housing estate and larger floor area increased the risk of a property being sold 
quickly. The results are essential due to the unique role residential real estate plays 
in the investment market in Poland. 
 
 
Introduction 

 
The housing market operates in an economic, social, legal, and political 
environment. The relationship and coupling between the elements of this 
market system change over time; they have a different dimension in analys-
ing individual local markets. In such circumstances, two problems occur. 
Firstly, whether the selected locations (housing estates) are more popular 
than others, i.e. transactions occur less often because the dwellers do not 
want to leave their flats. Secondly, it is important how long the owners stay 
with the property, and after how many years, on average, they sell the flat. 
It is also interesting whether the decision to sell faster depends on the loca-
tion (estate) or the size of the flat. This article considers and questions 
a common factor between the property ownership time and the property 
location. The number of days from the last to the next sale of the flat is 
defined as the property ownership survival. The market situation also de-
termines that owners do not want to sell flats for many years. The analysis 
conected with is the time of ownership. One local housing market in Poland 
presents the results of the research.  

The scale and scope of research dictated the choice of a specific local 
market for the study. Data were needed on repeat sales, concluded over 
a long period. 
 
 
Literature review  
 
In numerous studies, the analysis of housing sales deals with housing char-
acteristics and their influence on the transaction price and the construction 
of regression models (Isakson, 1998, pp. 177-190). Most commonly, he-
donic price models are built to account for quantitative characteristics and 
the effect of time on price (Wu, et al., 2018). There are also models that 
take location into account, known as spatial models and non-linear models 
(Miles, 2020, pp. 299-315). There is a debate in the literature on the influ-
ence of qualitative variables and subjective opinions of buyers on the price 
of housing. It concerns the scale of measurement of these variables as well 
as the acquisition of reliable data and the sources of their acquisition 
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(Jayantha & Oladinrin, 2020, pp. 357-371). Research reveals often surpris-
ing findings about the expectations and preferences of residents in multi-
family buildings. In other models - of repeat sales - there is the problem of 
reliable data on the characteristics of the same flats after a long period of 
time. These are often series of even several decades, which means that dur-
ing this time not only the assessments of the technical condition of the flat 
itself, but also the preferences of buyers may have changed significantly. 

However, the literature lacks studies on the time after which owners sell 
their flats and on the factors influencing these decisions. Of course, there 
may be many reasons for decisions to sell. They may result from the real 
estate environment, the owners' individual family situations or other eco-
nomic reasons observed in the market (Alkay, 2011, pp. 521-539). Con-
sumers are more willing to buy flats with all amenities, but not in mixed-
use buildings. Inference about mechanisms in the housing market is ham-
pered by the low informational efficiency of this market (Case & Shiller, 
1989, pp. 135-136). Buyers make decisions under conditions of information 
asymmetry and are guided in their choices by often irrational, emotional 
reasons.  

The article shows the issue of the time that elapses between successive 
sales of the same flat.  The reason for the short- or long-term retention of 
ownership is analysed. It can be assumed that small flats will sell more 
often than the large ones. They are in many cases treated as an investment 
and intended for rental. Large flats tend to meet the housing needs of own-
ers and their families. They are rarely rented out. On the other hand, it is 
interesting to see whether there are locations where flats are more likely to 
be sold. 

 
 

Research methodology 
 
Empirical data 

 
The research is based on the author's database of transaction, the coopera-
tive housing market in Stargard, in Poland. The data is divided into six 
cooperative housing estates: Chopin (CH), Kluczewo (K), Letnie (L), Stare 
Miasto (M), Pyrzyckie (P), and Zachód (Z). The dataset consists of 2266 
transactions of sold flats (ownership or cooperative right) between 04 May 
2000 and 02 May 2021. Several variables described the individual sales: 
total price of flat in PLN (Total Price), price per unit in PLN/m2 (Unit 
Price), transaction data (yyyy-mm-dd), usable flat area in m2 (Area), num-
ber of rooms (Room), the floor the flat is located at (Floor), type of build-
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ing (1- low-rise building, 0 – high-rise building; Building), age of the build-
ing in years between the date of construction and current year (Age), the 
status of the title (0 - cooperative right, 1 - property law; Right), the dura-
tion of ownership as the period between the second and first sale of the flat, 
in days (Delta). In practice, in many models, I will use LnPrice, the loga-
rithm of the unit price. 

 
Econometric methods 

 
The author regressed the flats value on several independent variables us-

ing a stepwise multiple linear regression model to estimate the impact of 
selected variables (Mayers, 1990). Additionally, the expected duration of 
homeownership was examined (duration analysis) and the effect of several 
salient variables on survival time were investigated. Methodology stems 
from the work of Cox and Oakes (1984). The period between the start of 
the observation (first sale), event that ends the observation (resale), but first 
of all, its likelihood in subsequent units of time were the subject of this 
study. Although a 20-year period was examined, there were flats that were 
sold during that time. If the event did not happen by the end of the observa-
tion, the observation was terminated (a censored observation). It was most 
often censored because of the time of termination (Blossfeld, et al., 1989). 
In the study, the truncation is censored on the right side, which is often 
found in other analyses as well. The time of an event incidence t is a ran-
dom variable of non-negative values. The variable is described by employ-
ing a distribute F(t), a density function f(t), a survival function S(t), a haz-
ard function h(t) of randomly chosen non-negative values and a cumulative 
hazard function o H(t) as well as a plausibility function (L). The measure of 
the probability that in time 〈0;t〉 the selling flat time  is a distribution of a 
random variable t (continuous and non-negative) defined by the following 
formula: 

 

���� = ��	 ≤ �� = � �����
� , 

 
where ���� ∈ 〈0; 1〉. A survival function defined by the following formula:  
 

���� = ��	 > �� = ��� �− � ℎ����
�

� 
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The transition intensity rate is a hazard function described as: 
 

ℎ��� = lim∆�→�
��� ≤ 	 < � + ∆�|	 ≥ ��

∆� , ∆� > 0 

 
That provides information about failure levels. It is the momentary po-

tential for an event (sale) to occur, provided that the flat has not been sold 
by time t. The hazard function represents the probability per unit time, so it 
can also take values greater than 1. The following formula describes the 
cumulative hazard function: 

 

)��� = � ℎ����
�

 

 
while the plausibility function used for single episodes is described by: 
 

* = + ℎ��,�-.
,

∙ ���,� 
 
where 0, a censoring indicator would be of value 1 if the event occurred in 
the time t or value 0 when information was censored.  

One of the methods of estimating the survival (duration) function that 
does not require arbitrarily defined time variable intervals is the Kaplan-
Meier method (Hosmer & Lemeshow, 1999, pp. 28-31). As a result of ap-
plying this procedure, truncated observations can also be taken into ac-
count.  

In duration analysis it may be necessary to divide the set of observations 
into subgroups. Then for each subgroup the survival function is estimated 
and subsequently the durations are compared. The significance of differ-
ences is assessed by verifying the null hypothesis of no overall differences 
among survival functions, with the use of non-parametric tests e.g. Mantel-
Haenszel with a chi-square distribution statistic. The impact of many fea-
tures on the expected duration of an unknown survival function can be 
measured through semi-parametric models, including the Cox proportional 
hazards model (Cox & Oakes, 19840. The method of estimating the model 
coefficients is the partial likelihood method or the maximum likelihood 
method.  
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Results 

 
Variable analysis 

 
In the article, the author considers the relationship between the characteris-
tics of flats, their price, especially the location of housing estates and the 
usable area of the flat. In the next step, the author looks for duration de-
pendence of flat using the grouping variables: housing estates and groups of 
flat usable area. The author used multiple regression analysis to explore 
potential factors for residential property price. The flat value was regressed 
on several independent variables using a stepwise procedure. The estima-
tion results are shown in the table below (Tab. 1). The model estimated on 
a sample of 2266 transactions has a moderate fit to the empirical data 
(R2=0.68). Three variables were found that significantly affected the flat 
value. As noted earlier, the value of the flat depends significantly on the 
time of sale. Flats sold later are more expensive than those sold earlier. 
Larger floor area of the flat leads to an increase in LNPrice by 1.9%. It has 
also been shown that the flat ownership is valued higher on the market than 
cooperative rights. Symmetrical distribution of transactions in six groups 
corresponding to the area was obtained: group I (<30 m2), group II 
(<40 m2), group III (<50 m2), group IV (<60 m2), group V (<70 m2) and 
group VI (70 m2 and more). In the next section, we investigate the duration 
of ownership. 
 
Time of ownership duration analysis 

 
In case of transactions being analysed in this paper, the duration analysis 

involves estimating a survival function, density function and hazard func-
tion. Duration time is a period between the date of the first and the repeat 
flat sale. Sales that did not repeat by 02 February 2021 were censored (right 
hand). In this case the duration could not be directly observed after the 
period of study. The duration analysis focuses on the duration of flat own-
ership in two perspectives. First, a housing estate is used as a grouping 
variable. It was checked whether there are housing estates where flats were 
sold more often. Secondly, the duration of ownership of a flat was analyzed 
in six groups of flat sizes. Basic statistics for the variable Delta for a repeat 
flat sale (but only complete observations, i.e. non-censored) were calculat-
ed in both cases (Tab. 2 and Tab. 3).  

The shortest repeat sale time was seen in group IV - of flats with an 
floor area ranging from 50 to 60 m2, while the longest time of flat owner-
ship by the same owner was seen in group V (with an floor area of 60-70 
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m2). This group shows the lowest propensity to sell dwellings. This may 
mean that the above are optimum flat parameters for many owners. In the 
case of location, the shortest time between repeated sales was in the Chopin 
housing estate (CH), while the longest - in the Pyrzyckie estate (P). The 
Pyrzyckie is very well perceived by residents as it is located in the vicinity 
of the city's ring road and single-family housing. 

The estimation was based on four different distributions: exponential, 
Weibull, linear and Gompertz with different weights and maximum likeli-
hood test (significant chi-square); they do not allow for a conclusion that 
the adjusted distribution is not significantly different from the empirical 
distribution. The estimators from the survival tables depend on the selection 
of the number and length of lifetime intervals. The estimators independent 
of data grouping are obtained using continuous survival times Kaplan –
Meier method. Survival functions indicate the probability that time to re-
peat sale will be longer than the given time t. It can be deduced that with 
a probability equal to 82%, the time between sales will be longer than 21.4 
years, with a probability equal to 96%, that the duration time will be longer 
than 2.4 years, and with a probability equal to 98% that the duration time 
will be longer than 1.4 years. Contrary to the survival function, the hazard 
function shows the probability of a flat to be sold within a given time t. 

The data were grouped in two separate steps. First, the grouping varia-
ble was location (Estate) and second, the floor area variable (Area - in six 
groups). Six separate survival functions were estimated for each group and 
flat ownership durations were compared (separately for the variable group-
ing the housing estates and the flat floor area). The null hypothesis H0 is 
S1(t)=S2(t)=S3(t)=S4(t)=S5(t)=S6(t) for all t stated that is no difference 
between the six survival functions. Statistics of chi-square independence 
value for the first survival function (Fig. 1) indicate that there are some 
differences between the duration functions (χ2=19.48, df=5, p=0.00157). It 
can be seen that the probability of the same owner maintaining ownership 
of the flat is highest in the Zachód estate and lowest in the Kluczewo estate. 
The Kluczewo estate is characterised by small flats, an unfavourable loca-
tion in the city limits, and the quality of the buildings themselves. These are 
buildings adapted to residential functions after the former Soviet army bar-
racks. The shape of the survival function also indicates a slower/quicker 
decline compared to other housing estates. After 11 years, the Zachód hous-
ing estate is characterised by a slower decline of the survival function, 
which means that the probability of not selling a flat after that time increas-
es, compared to the other housing estates. Similarly, in case of the second 
grouping variable, the statistics of chi-square independence value (Fig. 2) 
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indicate that there are some differences between the determined duration 
functions (χ2=26.68, df=5, p=0.00007).     

In the case of the survival function with the variable grouping flats by 
their size (Area), the outlier group 6 - the smallest flats - draws attention. In 
terms of location, Stare Miasto (M) and Zachód (Z) estates clearly differ 
from the others. On the other hand, in the case of the variable grouping the 
flats by their floor size, the smallest flats, which are most often traded on 
the market, clearly stand out.  

To explore duration time in more detail, nonparametric methods like the 
Cox proportional hazard models can be applied. The method can be used to 
measure the effect of several variables (measured on different scales) on 
survival time. The Cox proportional hazard model allows us to examine the 
risk that a particular outcome (in our case the sale) occurs in time t for 
a given set of predictors. Several plausible factors that could potentially 
affect the duration of ownership were used. Two models were estimated 
with two grouping variables (Estate, Area). The results are shown in the 
table below (Table 4). In both models, the ownership duration time depend-
ed upon the unit price and property right. A stronger property right (owner-
ship) increases the probability of selling a flat. This is the case for housing 
estates as well as for the analysed groups of flat usable areas. Other inde-
pendent variables were not statistically significant, thus had limited explan-
atory value. Estimation results must be treated with caution. Low model fit 
may suggest that multivariate survival analysis using the Cox proportional-
hazard model has limited value in explaining the effect of several factors 
upon the duration time, especially in the currently available independent 
variables. 
 
 
Discussion 
 
The validity of the results obtained within the study reflects the quality of 
data available, especially regarding the limited information on characteris-
tics of flats being the subject of sale. The duration of a flat ownership by 
the same owner is affected by both: (1) location in a particular housing 
estate, (2) usable floor area of the flat. The results confirm the determined 
duration functions that differ in their course and dynamics due to the indi-
cated grouping variables. The location on the floor or the height of the 
building turned out to be insignificant. The influence of the usable area of 
flats on decisions to sell justifies the conviction that small flats are likely to 
be more often on the market due to their investment character, but also 
because they do not sufficiently satisfy the growing housing needs. This 
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may be related to family enlargement or improved owner's material status. 
The obtained results are unique, as there are no analyses of this problem in 
the literature. The problem is important insofar as it also answers the ques-
tion of the inhabitants' propensity to change their housing conditions. The 
results indicate rather low residential mobility and low propensity to 
change housing conditions. 
   
 
Conclusions 

 
The article focuses on the analysis of the time elapsed between successive 
sales of the same flat. The unique nature of the collected data on repeated 
sales of flats and the time series of more than 20 years permit the formula-
tion of some interesting conclusions and confirm earlier intuitive assump-
tions. It has been shown that the length of time a flat remains with the same 
owner depends on the flat price and the ownership right to the premises. It 
has also been shown that the probability of being sold after a certain time 
differs considerably between the studied housing estates and with the size 
of the flat. The results obtained from the estimation of regression models 
are not entirely satisfactory, which indicates the need for research with 
additional variables.       

Future research should be extended to include qualitative factors influ-
encing sales decisions of residents of the studied housing estates. It is also 
worth extending the direction of research to demographic factors such as 
age or structure of families deciding to sell a flat. It should also be supple-
mented with an analysis of other locations in the city, apart from coopera-
tive housing estates. This would allow excluding the management method 
(management company) as a factor determining the decision of residential 
property sellers. 
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Annex 
 

 

Table 1. Estimation results (dependent variable is LN Price) 
 

Variables B SE t(2258) p 

Constant 10.075 0.058 173.548 0.000 

T 0.062 0.002 31.284 0.000 

Area (m2) 0.019 0.001 15.635 0.000 

Room 0.004 0.017 0.217 0.828 

Floor -0.001 0.003 -0.218 0.827 

Building 0.020 0.019 1.101 0.271 

Age 0.001 0.001 1.306 0.192 

Right 0.081 0.021 3.842 0.000 

R2=0.68     
 

 

Table 2. Group descriptive statistics variable Delta for repeat flat sale (No. of 
days) 
 

Group Mean Median Min Max Quartile 1 Quartile 3 SE Skewness Kurtosis 

Total 2 070 1 966 4 6 667 966 2 881 1 430 0.68 0.08 

I 1 799 1 547 77 6 069 349 2 773 1 543 0.79 0.01 

II 1 880 1 680 4 6 667 707 2 666 1 534 1.07 1.25 

III 2 065 2 017 6 5 030 1 149 3 105 1 348 0.26 -0.80 

IV 1 864 1 805 116 4 346 1 041 2 592 1 084 0.36 -0.53 

V 2 852 2 163 775 6 373 1 457 4 501 1 723 0.74 -0.74 

VI 2 205 1 996 366 5 354 1 115 2 922 1 323 0.76 0.15 

 
 
Table 3. Housing estate descriptive statistics variable Delta for repeat flat sale 
(No. of days) 
 

Estate Mean Median Min Max Quartile 1 Quartile 3 SE Skewness Kurtosis 

Total 2 070 1 966 4 6 667 966 2 881 1 430 0.68 0.08 

CH 1 525 1 332 78 4 337 512 2 448 1 149 0.74 -0.08 

K 2 334 2 263 6 6 667 1 383 3 178 1 493 0.84 1.17 

L 2 213 2 118 151 4 914 1 004 3 173 1 481 0.37 -0.77 

M 1 953 1 680 4 6 069 712 2 746 1 464 0.59 -0.47 

P 2 651 2 380 137 6 354 1 586 3 739 1 597 0.67 -0.11 

Z 2 030 1 924 43 5 470 1 179 2 842 1 242 0.62 0.23 

 
 



Table 4. Evaluation of the parameters of the Cox proportional hazard function 
 

 B SE t Wald statistics p-value Hazard Ratio 

Grouping variable Estate      

Area (m2) -0.005 0.022 -0.243 0.059 0.808 0.995 

Unit price 0.001 0.000 -5.953 35.437 0.000 1.000 

Room -0.204 0.159 -1.287 1.657 0.198 0.815 

Floor 0.040 0.032 1.272 1.619 0.203 1.041 

Building 0.141 0.201 0.700 0.490 0.484 1.151 

Age -0.005 0.011 -0.520 0.271 0.603 0.995 

Right 0.644 0.186 3.457 11.953 0.001 1.903 

Grouping variable Area      

Unit price -0.001 0.000 -6.000 36.005 0.000 0.999 

Room -0.244 0.155 -1.574 2.478 0.115 0.784 

Floor 0.046 0.031 1.481 2.192 0.139 1.047 

Building 0.281 0.187 1.504 2.263 0.132 1.325 

Age -0.002 0.007 -0.328 0.108 0.743 0.998 

Right 0.666 0.186 3.576 12.791 0.000 1.947 

 
 

Figure 1. Survival functions – Kaplan-Meier Method (grouping variable Estate)  
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Figure 2. Survival functions – Kaplan-Meier Method (grouping variable Area)  
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Abstract 

 
Research background: The Visegrad Group: Poland, Hungary, Czechia and Slo-
vakia are now regarded as an example of a successful transition from a centrally 
planned to a market economy. They are the biggest economies among the New 
Member States of EU, but the economic welfare stays at lower level compare the 
EU-average, so they are the catching-up economies.  This investigation focus on 
wage convergence, which is a part of real convergence.  Visegrad Group econo-
mies can be deemed relatively homogeneous, but Slovakia adopted the euro, the 
remaining 3 countries were not. 
Purpose of the article: The aim of the research is to assess the wage convergence 
among the European Union. Comparing Slovakia's results with the rest of the Vis-
egrad group, an attempt was also made to assess the impact of euro adoption on 
wage convergence processes. 
Methods: The research was carried out using the comparative method. Three types 
of convergence are taken into account: beta (less developed countries exhibit 
a faster rate of growth than more developed ones), sigma (income differentiation 
decreases over time), and gamma (countries change their ranks in the ranking). An 
extension of the implementation of the concept of β (beta),  σ (sigma) and γ (gam-
ma) convergence is the estimation of convergence for variables other than GDP, 
i.e. for the wage growth rate. The analysis covers the 2009-2019 period. 
Findings & Value added: The study confirms the gross earnings dispersion 
among examined EU member states is shrinking. If the average growth patterns 
observed in 2009–2019 continued, the countries of the enlarged EU would need 
about 26–27 years to reduce the distance to their hypothetical common steady state 
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by a half. These results point to a relatively slow catching-up process between 
Central Eastern and Western Europe. 
 
 
Introduction  
 
The Visegrad Group consists of Poland, Czech Republic, Slovakia and 
Hungary. They belong to the group of 10 countries that joined the European 
Union in 2004. In later years, three more countries belonging to Central and 
Eastern Europe joined European Union: Bulgaria, Romania and later, Croa-
tia.  

On 1 January 2009, Slovakia adopted the Euro as its national currency. 
Poland, Czechia and Hungary stay by their own currencies. As all new EU-
members have committed to joining the euro area in an undefined future, 
Slovakia's experience is extremely valuable to the societies of these coun-
tries. It is a good opportunity to assess the effects of joining the euro zone 
on wage growth in the medium term through a comparative analysis, be-
cause Visegrad Group countries are similar in terms of institutional and 
economic structure. 

The Central-Eastern Europe economies can be deemed relatively homo-
geneous. This results firstly from the fact that in the transition period, these 
countries have pursued quite similar systemic transformation strategies, 
socio-economic policies and structural reforms, geared towards building 
a fully-fledged market economy, strongly influenced by Western patterns. 
Secondly, the membership in the EU create similar economic conditions in 
terms of their institutional environment, economic structure, directions of 
trade and capital flows (so called integration anchor). Thirdly, all CEE 
countries have been offered similar windows of opportunity to use the EU 
aid funds. Hence, it can be assumed that all present members of the en-
larged European Union face the same long run equilibrium or steady-state. 
They should, therefore, tend to equalize income levels as suggested - inter 
alia - by neoclassical models of economic growth. The process of equaliza-
tion in GDP per capita levels is further fostered by the objectives of the EU 
policy, intended to reduce income disparities between countries and regions 
of the enlarged European Union (Rapacki &Próchniak 2019, p. 6).  

Wage convergence is a part of real convergence. Many empirical studies 
examine the territorial convergence among states in terms of a negative 
relationship between growth rate and the initial level of GDP per capita or 
labour productivity and less are focused on the wage. The most frequently 
used real convergence indicator is GDP per capita, which is the most syn-
thetic measure of economic development level, but for people GDP is more 
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abstract than their own earnings. The problem of wage inequality is one 
step away from the problem of income inequality (Horodecka &Vozna, 
2018, p. 266). Wages and salaries are one of the components of GDP, so 
the use of average gross earnings is a descent to a lower level of aggrega-
tion and a focus on one specific aspect of real convergence. 

The concept of wage convergence, which is derived from factor price 
equalization, can be explored via the literature on international trade and 
labour economics. In the international trade literature, factor price equaliza-
tion can be discussed as an outcome of the Hecksher–Ohlin trade model, 
which is designed for two economies, two products, and two production 
factors. It is a trade model that shows patterns of trading for those goods 
that are produced by the factor that is abundant in a certain country. Factor 
price equalization has certain restrictions such as identical technologies and 
sufficiently similar factor supply ratio. Moreover, it also demands an abso-
lute equality of prices of commodities and factors, whereas the concept of 
factor price convergence is more flexible in the sense that it does not re-
quire the absolute equality of factor and commodity prices among the coun-
tries under free trade (Naz et al., 2017, p. 41-42). The adoption of the 
common currency facilitates trade and the mobility of production factors, 
so it can be expected that it will also accelerate the convergence processes. 

Process of real convergence is very important, because European Union 
consist of states on different level of welfare. Less developed countries of 
Central and Eastern Europe (CEE), which have accessed the European Un-
ion in XXI century, are catching-up economies, and the richer 15 countries 
of Western Europe (EU15) represent the EU’s “old core”. The aim of the 
research is to assess the wage convergence among the European Union. 
The secondary goal is assess if euro adoption boosts wage convergence  
process. The basis for this assessment is the comparison of Slovakia's re-
sults with other countries of the Visegrad group, i.e. the Czech Republic, 
Poland and Hungary. 

 
 

Research methodology  

 
The concept of real convergence is defined as the tendency to level off 
income among countries. Most research use GDP per capita as an income 
indicator. But this study concern on wages, so used indicator is annual 
gross earnings single person without children earning 100% of the average 
earning in euro. That way the redistribution effect of fiscal policy is not 
taken into account. The analysis covers the 2009–2019 period for 26 EU 
countries, Cyprus and Croatia are excluded in the analysis owing to a lack 
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of data, whereas the UK is included, as it was an EU member state during 
the analysed time period. The calculations were based on annual gross 
earnings time series obtained from Eurostat database. 

Two research hypotheses were formulated: 
1. The convergence of earnings occurs between EU countries, wages in 

less developed CEE countries, with lower wage level, tend to grow fast-
er than they do in wealthier ones, with higher wages. 

2. After the adoption of the euro, Slovakia is characterized by higher wage 
growth than the other countries of Visegrad group. 
The literature on economic growth proposes several methods to capture 

convergence. This study will use the concept of β (beta),  σ (sigma) and γ 
(gamma) convergence. In general, β convergence reflects a negative associ-
ation between the growth rates of a variable and the initial values of that 
particular variable. Wage convergence is actually a part of real conver-
gence. In the context of wages, β convergence is said to exist if growth 
rates of wages are negatively correlated with the initial values of wage rates 
for each region. In other words, a country with smaller initial values of 
factor prices has a higher rate of growth than a country with higher initial 
values of factor prices (Naz et al. 2017, p. 42-43). Therefore, lower-wage 
member states grow faster than higher-wage one. Thus, in the long run, all 
labour markets tend to converge toward the same average wage. This con-
vergence can be conditional or unconditional. 

To verify empirically the hypothesis of the absolute β-convergence, the 
following equation should be estimated:  

 
�

�
����� − ����	 = �� + ������ + �                       (1) 

 
where:  
���� – logarithm value of average gross earning at the end of the analysed 
period 
���� – logarithm value of average gross earning at the beginning of the 
analysed period 
T – periods number 
��, �� – equations parameters 
� – random walk. 

 
The explained variable is the average rate of gross earnings growth in 

examined period (from 0 to T), the explanatory variable is the logarithm of 
the initial level gross earning, while εt is a random component. A negative 
and statistically significant value of the α1 parameter means the occurrence 
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of the β-convergence. In this case, the value of β-coefficient measuring the 
rate of convergence, can be calculated from the formula (see e.g. Barro& 
Sala-i-Martin, 2003, p. 467; Heller & Warżała, 2019, p.9): 

 

� = −
�

�
���1 + ���	                                (2) 

 
In addition, the hypothesis concerning the occurrence of σ-convergence 

was verified, according to which the decreasing dispersion of annual gross 
earnings follows among the studied countries. The estimated σ-
convergence quotation was as follows: 

 
������	 = �� + ��� + �                     (3) 

 
The logarithms of gross earning standard deviation in individual coun-

tries was the explained variable, and time series (t = 1, ..., 11 for the period 
2009-2019) was the explanatory variable. The � - as before - is a random 
walk component. A negative and statistically significant value ��parameter 
means existence of σ-convergence. 

Generally, γ-convergence occurs when countries change their positions 
in the ranking ordered in terms of some features (Próchniak 2019, p.228). 
Gamma convergence (γ-convergence) is defined as the ranking concord-
ance over time of per capita incomes within a group of countries (Siegel, 
1956 and Boyle and McCarthy, 1997). In other words, γ-convergence high-
lights whether, and to what extent, the highest-income and lowest-income 
countries remain the same within a given country grouping over time. To-
gether with σ-convergence, γ-convergence helps to capture the complex 
dynamics of time-varying cross-country income distributions (Diaz del 
Hoyo et al. 2017, p.13). The Kendall rank concordance coefficient can be 
used to verify the γ convergence hypothesis (Próchniak 2019, p.228). Ken-
dall's coefficient of concordance ranges from 0 (no agreement) to 1 (com-
plete agreement). Value of 0 indicates γ convergence and value of 1 indi-
cates no γ convergence. 

Annual gross earning as a percentage of EU-15 average was calculated 
only for Slovakia, Czechia, Hungary and Poland. For the purposes of this 
analysis, the average growth rate of gross earnings  covering the years 
2001-2003, 2004-2008 and 2009-2019 was calculated, i.e. the subperiod 
before accession to the EU, EU membership before accession to euro area, 
and in the third subperiod Slovakia is a member of the euro area. 
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Results  

 
Taking into account the parameters included in table 1 it can be stated, that 
among examined EU countries the β-convergence was confirmed. This is 
because the α1 parameter value is negative and statistically significantly 
dependent on the initial level of average gross earnings. Moreover, ob-
tained α1 parameter estimation is also negative, t-student statistic value           
(-7.45375), p-value (0.0000) and coefficient of determination value 
(69.8%) also confirm existing β-convergence. The catching-up process took 
place among the 26 countries of the whole examined sample. Countries 
with lower initial wage levels recorded more rapid growth on average than 
those with higher initial wage levels.  

The β-coefficients, measuring the speed of convergence, stand at 2.58%. 
These coefficients allow us to estimate the time needed to reduce the wage 
gap between the examined countries by a half. If the average growth pat-
terns observed in 2009–2019 continued, the countries of the enlarged EU 
would need about 26–27 years to reduce the distance to their hypothetical 
common steady state by a half. These results point to a relatively slow 
catching-up process between Central Eastern and Western Europe. Based 
on these estimates, it cannot be expected that CEE countries will reach the 
wage levels seen in Western Europe soon. 

The σ-convergence was measured by gross earnings standard deviation 
logarithms. To achieve this, the regression equation (3) parameters were 
estimated. The procedure results are presented in table 2.  Similarly to re-
sults obtained by the β-convergence, also the σ-convergence among coun-
tries surveyed in researched period was confirmed. Negative and statistical-
ly significant α1 parameter value and other factors placed in table 2 (p val-
ues standing at 0,000009, coefficient of determination value at 0.899) 
demonstrate very good fit of regression function to empirical data. The σ-
convergence existence denotes that gross earnings dispersion among exam-
ined EU member states is shrinking. 

The Kendall concordance coefficient stand at 0.901538462. With p-
values standing at 0.000000 significance level is high. The indicator at the 
level of 0.9 should be assessed as the almost complete absence of γ conver-
gence, because value of 0 indicates γ convergence and value of 1 indicates 
no convergence. 

Annual gross earnings as a percentage of EU-15 average were calculat-
ed only for four states: Czechia, Hungary, Poland and Slovakia (table 3). 
Examined  countries upon accession to the EU represent a similar, low 
level of wages at the level of about one fifth of the old EU average. At the 
end of the analysed period, they reach the level of one third, which con-
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firms the process of wage convergence. In the year preceding the accession 
to the euro area (i.e. 2008), average earnings were the lowest in Slovakia in 
the entire surveyed Visegrad group. Despite a noticeable increase, 11 years 
after joining the euro, wages in Slovakia are still somewhat lower than in 
the compared countries. 

The average growth rate of gross earnings in 2009-2019, calculated on 
the basis of Eurostat data, is 3.75% in Slovakia, 3.59% in the Czech Repub-
lic, 3.68% in Hungary, 3.64% in Poland (see Table 4). Although in this 
group the highest wage growth rate was recorded in Slovakia, the differ-
ences are not significant, so it cannot be concluded on this basis about the 
positive impact of the euro on wages growth acceleration. 

 
 
Conclusions 

 
The β– and σ-convergence existence denotes that gross earnings dispersion 
among examined EU member states is shrinking. The insights are economi-
cally substantial and highly statistically significant. The first hypothesis has 
been confirmed: The convergence of earnings occurs between EU coun-
tries, wages in less developed CEE countries, with lower wage level, tend 
to grow faster than they do in wealthier ones, with higher wages. The catch-
ing-up process took place among the EU countries, but based on β-
coefficients estimates, it cannot be expected that CEE countries will reach 
the wage levels seen in Western Europe soon. If the average growth pat-
terns observed in 2009–2019 continued, the countries of the enlarged EU 
would need about 26–27 years to reduce the distance to their hypothetical 
common steady state by a half. 

Differences growth rate of gross earnings among Visegrad Group coun-
tries were insignificant in the years 2009-2019. The higher rate of wage 
growth in Slovakia as compared to other countries of the Visegrad group 
was also not confirmed,  so it cannot be concluded on this basis about the 
positive impact of the euro on wages growth acceleration. The second hy-
pothesis: After the adoption of the euro, Slovakia is characterized by higher 
wage growth than the other countries of Visegrad group, was verified nega-
tively. 

This research used the nominal gross earnings in euro indicator only. 
This indicator is sensitive to exchange rate fluctuations, which may distort 
the results in relation to countries outside the euro area. Another limitation 
is the relatively short time series. We must remember that Slovakia joined 
to eurozone during last world economic crisis, what must have additional 
influence on economic indicators. 
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Annex 

 
 
Table 1. Results of the estimation of regression equation parameters in relation to 
β-convergence in 2009-2019 
 

Specification Value 

α1 -0.022464 
standard error 0.003014 
t-students statistics -7.45375 
Value p 0.000000 
α0 0.0250344 
standard error 0.029803 
t-students statistics 8.40008 
Value p 0.000000 
N 11 
R2 0.698335 
β convergence Yes 
β ratio 0.025803 

 
Source: own calculations based on Eurostat database. 
 
 
Table 2.  Results of the estimation of regression equation parameters in relation to 
σ -convergence in 2009-2019 
 

Specification Value 

α1 -0.017226 
standard error 0.001925 
t-students statistics -8.94744 
Value p 0.000009 
α0 0.820874 
standard error 0.013057 
t-students statistics 62.86680 
Value p 0.000000 
N 11 
R2 0.898941 
σ convergence Yes 

 
Source: own calculations based on Eurostat database. 
 
 
 
 
 
 
 



Table 3. Annual gross earnings as a percentage of EU-15 average  
 

Country 2000 2004 2008 2009 2019 

Czechia 15.1 20.0 30.9 30.6 37.8 
Hungary 14.0 20.6 26.3 24.9 32.5 
Poland 19.3 18.2 27.2 23.1 32.8 
Slovakia 16.9 19.4 25.0 25.9 31.3 

 
Source: own calculations based on Eurostat database. 
 
 

Table 4. Average growth rate nominal gross  earnings in euro  
 

Country 2001-2003 2004-2008 2009-2019 

Czechia 11.1% 12.26% 3.59% 
Hungary 13.86% 8.71% 3.68% 
Poland 2.05% 9.98% 3.64% 
Slovakia 4.36% 9.0% 3.75% 
EU-15 1.94% 2.26% 1.62% 

 
Source: own calculations based on Eurostat database. 
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Abstract 

 

Research background: Among the determinants of the socio-economic 
development of the region, an important role is played by its endogenous potential, 
which is reflected in the industry structure of the region, determining the 
development of regional specialisations. One of the criteria for defining 
specialisations is the employment structure by sections and divisions of the national 
economy.  
Purpose of the article: The main objective of the study is to identify specialisa-
tions in Małopolska that should constitute smart specialisations of the region, tak-
ing as a criterion the relative advantage of the share of employees in particular 
industries in the total number of employees in Małopolska in relation to the corre-
sponding share for Poland.  
Methods: The study is based on GUS unpublished data (Statistics Poland) for 
2009 and 2018. It makes use of descriptive statistical analysis methods and struc-
ture and dynamics ratios, as well as Florence’s specialisation coefficient. 
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Findings & Value added: In the analysed period the region strengthened its spe-
cialisations in the service sectors of the economy, especially including sections 
Information and Communication and Professional, Scientific and Technical Activi-
ties. Slightly lower but higher than average employment levels are recorded in the 
following sections: Arts, Entertainment and Recreation, Accommodation and Food 
Service Activities, Administrative and Support Service Activities and in the section 
Construction. The region’s specialisation in industrial activities has deteriorated, 
however it still distinguishes itself in selected areas belonging to this section: i.e. 
manufacture of leather and leather products, tobacco products, metals, printing and 
reproduction of recorded media. The region is also characterised by a dynamic 
development of the division Manufacture of computers, electronic and optical 
products. The concentration of labour resources in the particular divisions of the 
national economy is a significant indicator to be considered in assessing regions’ 
endogenous potential while identifying smart specialisations. However, the process 
of smart specialisations delimitation should be based on various other developmen-
tal factors. 
 
 
Introduction  

 
In the recent years smart specialisation has been at the centre of socioeco-
nomic development programmes and development policies in EU countries 
and regions. This concept is regarded by the European Commission as the 
main pillar of the Europe 2020 strategy, aimed to make the EU a smart and 
sustainable economy, which supports the idea of social inclusion (European 
Commission, 2010, p. 2). Due to the experimental character of policies 
based on smart specialisations there are not any theories, methodological 
guidelines or recommendations and criteria for selecting priority activities, 
which results in the adoption of various approaches in this field (Szávics & 
Benedek, 2020, pp. 22-36). Quantitative analyses recommend that the esti-
mation of a regional economy’s level of specialisation be based on econom-
ic activity concentration, reflected, for example, in employment rates and 
the performance of particular sectors (Foray et al., 2012, pp. 29-30). Most 
empirical analyses are based on data related to the structure of employment 
(Sobczak, 2012, pp.219-232), the number of businesses, employment dy-
namics or investment activities (Bal-Domańska et al., 2020, pp. 785-810; 
Danilova et al., 2019, pp. 2376-2390). Information about employment and 
its dynamics points to regional key resources reflected in labour force con-
centration in selected industries. Employment rates translate to the volumes 
of goods and services and regional value added. In light of the above, an 
analysis and assessment of employment  in  particular  economic  sectors  is  
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a significant but not the only criterion for identifying smart regional spe-
cialisations.   

The main objective of the study is to identify specialisations in Mało-
polska that should constitute smart specialisations of the region, taking as 
a criterion the relative advantage of the share of employees in particular 
industries in the total number of employees in Małopolska in relation to the 
corresponding share for Poland.  The study is based on GUS unpublished 
data (Statistics Poland) for 2009 and 2018. It makes use of descriptive sta-
tistical analysis methods and structure and dynamics ratios, as well as Flor-
ence’s specialisation coefficient.  
 
 
Literature review  
 

The concept of smart specialisation originates from literatures analysing 
differences in productivity between the USA and Europe, which became 
visible after the year 1995 (van Ark et al., 2008, pp. 25-44). It was presented 
for the first time by Dominique Foray and Bart van Ark, who developed it 
together with other members of the Knowledge for Growth expert group, 
called into being by the European Commission in 2005 (Foray et al., 2007, 
pp. 5-9). Originally, the concept was sectoral in character, but in the course of 
time it was also applied at regional level (Foray et al., 2015, pp. 458-480). In 
the latter approach it serves as a tool for implementing a policy aimed to 
support development, competitiveness and creation of innovation strategies 
in EU countries and regions (OECD, 2013, p. 19).  

According to the basic assumption of this concept, development should be 
based on an endogenous potential, which implies that all regions and 
countries should identify their individual and unique resources (key success 
factors), characterised by the greatest development potential and creating 
conditions for innovativeness, and then select a small number of key areas 
for possible specialisation based on the previously identified potential 
(Bański & Mazurek, 2018, pp. 5–30).  

Regions’ key challenge is to identify those actions and areas in which new 
R&D and innovation projects are likely to create future potential and inter-
regional comparative advantage. According to the analysed concept, the 
identification of smart specialisation is not based on top-down selection of 
priorities but on stimulating entrepreneurial discovery processes, understood 
as a grassroots interactive process in which market forces along with the 
private sector identify new areas of specialisation which may be productive 
when supported by the public sector for the purpose of enhancing smart and 
sustainable growth (Hermosa et al., 2014, pp. 5-22).  
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Research methodology 

 
The empirical study is based on unpublished statistical data provided by 
Statistics Poland for 2009-2018, related to the number of employees in the 
particular sectors of the national economy. Public statistics does not pro-
vide data concerning employees in national economy sectors by regions – it 
presents information at a higher level of aggregation, i.e. the sectors of the 
national economy. The original data related to the number of employees 
originates from a GUS survey concerning demand for labour, based on 
representative data covering entities with one or more employees.  

The empirical study presented in the paper is based on statistical analy-
sis dynamic methods using structure and dynamics indicators. The analysis 
of Małopolska’s regional specialisation based on the employment structure 
makes use of Florence’s location quotient (Billings & Johnson, 2012, pp. 
642-647): 

 

��� �

���
��
���
��

 

 
where:  
LQi – specialisation coefficient in i-th division/section of region’s economy, 
ZiR – value of analysed characteristic in i-th division/section of region’s 

economy, 
ZiK – value of analysed characteristic in  i-th division/section of national 

economy, 
ZR – value of analysed characteristic in all divisions/sections of region’s 

economy, 
ZK – value of analysed characteristic in all divisions/sections of national 

economy. 
 
 

Results 
 

The analysis of changes on Małopolska’s labour market with regard to the 
employment structure in 2009 and 2018 allows for presenting the sectoral 
concentration of labour force and determining whether the highest concen-
tration rates are recorded in smart specialisation industries.  

In the analysed 9-year period Małopolska strengthens its specialisations 
in economic service sectors. Simultaneously, the position of industrial sec-
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tors becomes weaker (Table 1). The process of changes in 2018 leads to 
creating the region’s dominant specialisations. In the service economic 
sectors Małopolska is distinguished on a national scale by the following 
sections: Information and Communication, and Professional, Scientific and 
Technical Activities.  

Under the section Information and Communication, the most spectacu-
lar progress has been made in Services related to information. This area 
includes data processing, internet website management, internet portal ac-
tivities and other information-related services. In 2009-2018, the number of 
employees in this section increased by 241.9% (the number of employees 
in Poland in this period increased by 109.3%)1. In 2018, this industry repre-
sented 0.7% of employees in the voivodeship (an average for Poland – 
0.3%). Małopolska accounted for 22.8% of employees representing this 
section in Poland. This great employment dynamics contributed to the re-
gion’s specialisation in the area of information-related services. At the end 
of 2018, the specialisation coefficient reached a very high level of 2.7 (in 
2009 – 1.6). Other information and communication activities developed in 
this section include Activities related to software and information-related 

advisory services and related activities. In the entire analysed period this 
area represented a much higher labour concentration in Małopolska than in 
other voivodeships (in 2018 – 2.0% as compared with 1.2% in Poland). In 
2018, as many as 13.7% of Poland’s employees in this section were em-
ployed in Małopolska, while the specialisation coefficient in the region 
stood at 1.6 (as compared with 1.5 in 2009). Another specialisation of the 
region are Activities related to the production of films, video recordings, tv 

programmes and sound and music recordings. The specialisation coeffi-
cient in this  area reached the level of 1.5 in 2018 (in 2009 – 1.3). The re-
gion’s share in Poland’s total employment rose steadily, accounting for 
13.1% of all employees in this section in 2018.  

Małopolska is also marked by a very large number of employees who 
represent Professional, scientific and technical activities. Under this sec-
tion, the region specialises in Other professional, scientific and technical 

activities and Legal, accounting and tax advisory activities. Other profes-

sional, scientific and technical activities include specialised design ser-
vices, photography, translation services and other professional activities not 
included under other classifications. In 2009-2018, the number of the re-
gion’s employees in this section rose by 502.1% (an average increase in 

 
1 The cited data concerning Poland’s entire territory, similarly to the case of Małopolska, 

is based on GUS unpublished information (Poland Statistics). Due to the limitations of this 
work, individual data for Poland is not presented.  
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Poland – 38.5%), which resulted in a very high share of the region in Po-
land’s total employment in this area – 18.8% in 2018, while the region’s 
specialisation coefficient was at the level of 2.2 (rising from 0.5 in 2009). 
A very high level of the specialisation coefficient is also recorded in Legal, 

accounting and tax advisory activities (1.8 in 2018, and 1.3 in 2009). This 
sector was also marked by high employment dynamics – an increase by 
171.2% (average value for Poland – 94.8%). In 2018, it represented 2.5% 
of the region’s employees (an average for Poland – 1.3%), and 15.8% of 
Poland’s total number of employees in this section.  

A relatively lower but high specialisation is recorded in the selected are-
as of the following sections: Arts, Entertainment and Recreation; Accom-
modation and Food Service Activities,  and Administrative and Support 
Service Activities.   

With regard to Arts, Entertainment and Recreation, Małopolska special-
ises in two areas: Activities related to libraries, archives, museums and 

other cultural activities, and Creative activities related to culture and en-

tertainment. The specialisation coefficient for these areas in 2018 was 1.4 
and 1.3, respectively. In both cases specialisation was expanded. Małopol-
ska represented 11.9% and 11.0% of Poland’s employees in these areas, 
and the number of employees in the analysed years increased by 31.8% and 
24.0%, respectively.   

Accommodation and Food Service Activities include two areas of eco-
nomic activity: Accommodation and Food service activities. Both areas can 
be regarded as Małopolska’s specialisations. Food service activities 
achieved the region’s specialisation coefficient  of 1.3 (2018). Its share in 
Poland’s employment in this sector was at a similar level (2018 – 11.0%). 
In the analysed period the number of employees increased by 55.2%. The 
specialisation level in Accommodation decreased in 2018 as compared with 
the previous years (the respective coefficient – 1.2). It should be noted that 
specialisation in the previous years was more visible (from 1.2 to 1.9). Al-
so, the share in the national economy decreased, but in 2018 it was still 
considerable – 10.6%.  

Under the section Administrative and Support Service Activities, Mało-
polska specialises only in one of six economic areas – Office administrative 

activities and other business support activities, for which the specialisation 
coefficient reached the level of 1.5 in 2018, but it should be noted that the 
region’s specialisation in this area started as late as in 2016.  

Apart from services, Małopolska specialises in Construction, especially 
in such areas as Construction works related to erecting buildings and Spe-

cialised construction works. In both construction areas the specialisation 
coefficient in 2018 had the value of 1.3. It should be noted that this value 
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remained stable throughout the analysed period. As compared with 2009, 
the number of employees increased in 2018 by 21.1% and 37.9%, respec-
tively (the respective values for Poland – 7.1% and 26.1%). In the last year 
of the analysis the two areas represented 11.4% and 11.1% of Poland’s 
employees.  

As already mentioned,  Małopolska’s position in the sector of industrial 
activities became weaker. The economic activities under Manufacturing, in 
which the region still specialises but on a limited scale, include Manufac-

ture of leather and leather products, Manufacture of tobacco products, 

Manufacture of metals, Printing and reproduction of recorded media. It 
should be noted that despite a decreased share of these areas in the region’s 
economy, they still represent strong significant specialisations, concentrat-
ing a large proportion of the regional and national labour force. 

With regard to Manufacture of leathers and leather products, the spe-
cialisation coefficient in 2018 remained at a very high level of 2.2, although 
slightly lower as compared with the previous years when its value was as 
high as 3.2. In 2018, the sector accounted for 0.4% of the region’s labour 
force (twice as high as Poland’s average level – 0.2%). Małopolska repre-
sented as many as 18.9% of Poland’s employees in this sector, but it was 
well below the level of 2009 – 27.8%. An even larger decline in the number 
of employees was recorded in Manufacture of tobacco products. In 2018, 
the voivodeship accounted for 16.6% of the industry’s labour force in Po-
land as compared with 51.8% in 2009. In the analogous period, the special-
isation coefficient decreased from 6.1 to 1.9. An equally high specialisation 
coefficient is recorded in Manufacture of metals – 1.8. In this case, the 
value of the coefficient decreased slightly from 2.0 in 2009. In 2018, Mało-
polska represented a large proportion of Poland’s employees (15.6%), but 
this level was considerably lower as compared with the best period of 
2013-2014 when the coefficient exceeded 19.0%. The value of the speciali-
sation coefficient in Printing and reproduction of recorded media varied 
from year to year (reaching the level of 1.6 at the end of  2018). The re-
gion’s share in Poland’s total employment increased from 11.3% in 2009 to 
14.0% in 2018.  

Among the areas belonging to Manufacturing, a special case is repre-
sented by Manufacture of computers, electronic and optical equipment. 
Unlike the above industrial economic sectors, this area is on the rise in the 
region of Małopolska. Its share in the country’s labour force increased from 
merely 7.9% in 2009 to 11.7% in 2018. The number of employees in-
creased in this period by 51.0% (Poland’s average – 2.7%). As a result of 
these positive changes, the region’s specialisation coefficient in this sector 
increased from 0.9 to 1.4.  



Proceedings of the 11th International Conference on Applied Economics  

Contemporary Issues in Economy: Quantitative Methods 
 

83 

Conclusions 

 
The conducted research study allowed for identifying Małopolska’s spe-
cialisations, that should constitute smart specialisations of the region  based 
on changes in the dynamics and structure of employment in the particular 
economic sections of the voivodeship in 2009-2018. In the analysed period 
the region strengthened its specialisations in the service sectors of the 
economy. Simultaneously, the significance of industrial sectors decreased. 
Małopolska’s dominant specialisations include activities related to the sec-
tion Information and Communication (services related to information, 
software, advisory services, production of films, video recordings, tv pro-
grammes, and sound and music recordings), and the section Professional, 
Scientific and Technical Activities (legal and accounting activities, tax 
advisory services, and other professional, scientific and technical activi-
ties). Slightly lower but higher than average employment levels are record-
ed in the following sections: Arts, Entertainment and Recreation (libraries, 
archives and museums, and activities related to culture and entertainment), 
Accommodation and Food Service Activities, Administrative and Support 
Service Activities (administrative office services and economic activity 
support services). Apart from services, the voivodeship specialises in the 
activities belonging to the section Construction (construction works related 
to the erection of buildings, and specialised construction works). 

Despite the fact that the region’s specialisation in industrial activities 
has deteriorated, it still distinguishes itself in selected areas belonging to 
this section: Manufacturing, i.e. manufacture of leather and leather prod-
ucts, tobacco products, metals, printing and reproduction of recorded me-
dia. Unlike the above mentioned activities, the region is characterised by 
a dynamic development of the division Manufacture of computers, elec-
tronic and optical products, which is reflected in the growing significance 
of these activities in the regional and national employment structure.  

The concentration of labour resources in the particular divisions of the 
national economy is a significant indicator to be considered in assessing 
regions’ endogenous potential. It reflects a historical process of the devel-
opment of the population’s qualifications and professional experience. Al-
so, a large number of employees in a given sector translates to the effects of 
its functioning – production output, sales or value added. However, it 
should be noted that the employment dynamics and structure is one of 
many criteria for identifying regional smart specialisations. The process of 
delimitation is based on various other developmental factors. The identifi-
cation and exploration of other delimitation factors related to regional smart 
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specialisations is a significant area of further research undertaken by the 
authors of this paper. 
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Annex 

 
 
Table 1. Values of Florence's coefficient based on Małopolska’s employment 
structure in 2009 and 2018 
 

Sections and divisions of national economy 2009 2018 

Trend (rising 

/ unchanging 
/ falling) 

A. AGRICULTURE, FORESTRY AND FISHING  0.5 0.4 � 
B. MINING AND QUARRYING  0.7 0.6 � 
C. MANUFACTURING  0.9 0.9 � 
Manufacture of food products 1.0 1.0 � 
Manufacture of beverages 0.9 0.3 � 
Manufacture of tobacco products 6.1 1.9 � 
Manufacture of textiles 0.3 0.9 ↑ 
Manufacture of clothing 0.5 0.6 ↑ 
Manufacture of leathers and leather products 2.6 2.2 � 
Manufacture of wood and cork products excluding 
furniture; manufacture of straw and woven products 0.7 1.0 ↑ 
Manufacture of paper and paper products 0.5 0.6 ↑ 
Printing and reproduction of recorded media 1.3 1.6 ↑ 
Manufacture and processing of coke and oil refined 
products 0.2 1.2 ↑ 
Manufacture of chemical products 0.9 1.1 ↑ 
Manufacture of basic pharmaceutical substances, 
medications and other pharmaceutical products 0.8 0.7 

� 

Manufacture of gum products and plastics 1.0 0.7 � 
Manufacture of other non-metal mineral products 1.8 1.1 � 
Manufacture of metals 2.0 1.8 � 
Manufacture of metal finished goods excluding machines 
and equipment 1.0 1.0 � 
Manufacture of computers, electronic and optical 
products 0.9 1.4 ↑ 
Manufacture of electric products  0.5 1.1 ↑ 
Manufacture of machines and equipment not classified 
elsewhere 1.1 1.2 

↑ 

Manufacture of vehicles, trailers and semi-trailers 
excluding motorcycles 0.4 0.7 ↑ 
Manufacture of other transport equipment 0.2 0.7 ↑ 
Manufacture of furniture 0.4 0.4 � 
Manufacture of other products 0.6 0.8 ↑ 
Repair, maintenance and assembly of machines and 
equipment 0.8 0.6 � 

 
 



Table 1. Continued  
 

Sections and divisions of national economy 2009 2018 

Trend (rising 

/ unchanging 
/ falling) 

D. ELECTRICITY, GAS, STEAM AND 

AIRCONDITIONING SUPPLY 0.9 0.4 � 
E. WATER SUPPLY; SEWARAGE, WASTE 

MANAGEMENT AND REMEDIATION 

ACTIVITIES  1.0 1.0 
� 

F. CONSTRUCTION  1.2 1.2 � 
Construction works related to erection of buildings 1.2 1.3 ↑ 
Works related to construction of civil and water 
engineering facilities 1.2 0.8 � 
Specialised construction works 1.2 1.3 ↑ 
G. WHOLESALE AND RETAIL TRADE; REPAIR 

OF MOTOR VEHICLES AND MOTORCYCLES  1.1 1.0 
� 

Wholesale and retail trade in motor vehicles, repair of 
motor vehicles 1.0 0.6 � 
Wholesale trade excluding trade in motor vehicles 1.0 1.3 ↑ 
Retail trade excluding retail trade in motor vehicles  1.3 0.9 � 
H. TRANSPORTATION AND STORAGE  0.8 0.7 � 
I. ACCOMMODATION AND FOOD SERVICE 

ACTIVITIES 1.3 1.3 
� 

 Accommodation 1.6 1.2 � 
Food service activities 1.2 1.3 ↑ 
J. INFORMATION AND COMMUNICATION  1.0 1.4 ↑ 
Publishing activities 1.0 0.8 � 
Activities related to manufacture of films, video 
recordings, tv programmes, and music and sound 
recordings 

1.3 1.5 ↑ 
Broadcasting of public and subscribed programmes 0.4 0.4 � 
Telecommunication  0.6 0.5 � 
Activities related to software and information-related 
advisory services, and related activities 1.5 1.6 ↑ 
Information-related services 1.6 2.7 ↑ 
K. FINANCIAL AND INSURANCE ACTIVITIES  0.6 0.5 � 
Financial services excluding insurance and pension funds 0.7 0.6 � 
Insurance, reinsurance and pension funds excluding 
compulsory social insurance 0.4 0.0 � 
Financial service, insurance and pension fund support 
activities 0.5 0.7 

↑ 
L. REAL ESTATE ACTIVITIES  0.8 0.8 � 

 
 
 
 
 
 



Table 1. Continued  
 

Sections and divisions of national economy 2009 2018 

Trend (rising 

/ unchanging 
/ falling) 

M. PROFESSIONAL, SCIENTIFIC AND 

TECHNICAL ACTIVITIES  1.3 1.4 
↑ 

Legal and accounting activities and tax advisory services 1.3 1.8 ↑ 
Head office activities; management advisory services 1.1 1.2 ↑ 
Activities related to architecture and engineering; 
technical research and analyses 1.7 1.1 � 
R&D 1.2 1.1 � 
Advertising, market research and public surveys 0.8 0.9 ↑ 
Other professional, scientific and technical activities 0.5 2.2 ↑ 
Veterinary activities  0.7 1.4 ↑ 
N. ADMINISTRATIVE AND SUPPORT SERVICE 

ACTIVITIES  
0.9 0.8 � 

Rental and leasing activities 0.4 0.8 ↑ 
Employment activities 0.5 0.4 � 
Organization of tourism and tourism agents, and other 
reservation and related activities 1.1 1.1 � 
Detective and security activities  0.8 0.8 � 
Maintenance of buildings and management of green 
spaces 1.3 0.8 � 
Administrative office services and other business support 
activities 1.0 1.5 ↑ 
O. PUBLIC ADMINISTRATION AND DEFENCE; 
COMPULSORY SOCIAL SECURITY  0.9 0.8 

� 

P. EDUCATION  1.1 1.2 ↑ 
Q. HUMAN HEALTH AND SOCIAL WORK 
ACTIVITIES  1.0 1.1 

↑ 

R. ARTS, ENTERTAINMENT AND RECREATION  1.1 1.2 ↑ 
Creative activities related to culture and entertainment 1.1 1.3 ↑ 
Libraries, archives, museums and other culture-related 
activities 1.3 1.4 ↑ 
Gambling and betting  0.3 0.5 ↑ 
Sport, entertainment and recreation activities 1.2 0.8 � 
S. OTHER SERVICE ACTIVITIES  1.1 1.3 ↑ 

 
Source: authors’ research based on GUS unpublished data.  
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Abstract 

 

Research background: After China acceded to the WTO in 2001, its foreign trade 
has expanded rapidly to be the largest share in the world. However, China's eco-
nomic development changing from high-speed growth to medium high-speed 
growth in recent years. At the same time, the increase in labour cost and overca-
pacity also hinder China’s international trade. In order to solve these challenges 
and strengthening ties with other countries, China proposed the “One-Belt One-
Road” (OBOR) initiative in the end of 2013. 
Purpose of the article:  In this study, we examine the potential effects of “One-
Belt One-Road” (OBOR) initiative on China’s trade flows and global value chain 
connections. The purposes of our research are: (1) examining the impact of OBOR 
on China’s bilateral exports and GVC (2) analyzing and determining which routs 
(corridors) of OBOR are more important. 
Methods: The gravity trade model employed in analyzing the impact of OBOR on 
exports and the samples covers China and 197 partners in the period 2000-2018. It 
is used in the empirical analysis of domestic value-added and value contributed to 
China’s export. 
Findings & Value added: Overall, the role of OBOR in China’s exports and GVC 
are positive based on the empirical results. Compared with OLS and FE methods. 
FE-PPML estimation methods is a superior. In OBOR six corridors, Bangladesh-
China-India-Myanmar (BCIM), China-Pakistan (CP) and China Indochina Penin-
sula (CIP) were proven to play a prominent role in promoting China’s export and 
global value chains. 
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Introduction 

 
The “One-Belt One-Road” initiative (OBOR) was proposed by the Chinese 
government in September 2013. OBOR’s 65 countries can be divided into 
six economic corridors: Bangladesh-China-India-Myanmar (BCIM), China-
Central West Asia (CCWA), China-Indochina Peninsula (CIP), China-
Mongolia-Russian Federation (CMRF), China-Pakistan (CP) and New Eur-
asian Land Bridge (NELB) (OECD, 2018, pp. 9-12). 

OBOR has made remarkable achievements (eg. CR Express) in the field 
of trade. Also, considering China is regarded as the "world factor" highly 
involved in international trade, I expect OBOR to impact China's bilateral 
trade. Moreover, OBOR is also a cooperation platform that includes 
strengthening overseas investment, establishing the Asian Infrastructure 
Investment Bank to promote infrastructure construction and other 
measures. So there will be a reasonable inference that OBOR affects the 
global value chain.  

In literature, few researches in analyzing OBOR’s impact on trade be-
cause OBOR did not introduce specific provisions (eg. tariff reduction or 
lifting.) like trade agreements in the early stage. With the continuous devel-
opment of OBOR related projects, many researchers have gradually begun 
to analyse OBOR’s effects on trade.  Foo et al. (2019) verified the signifi-
cant positive effect of OBOR on the trade between China and ASEAN 
countries. After that, Yu L. et al. (2020) confirmed again that OBOR could 
promote China's export potential and showed that it was more prominent in 
capital intensive products. However, they are limited to the gross trade. 
One expectation is Kohl (2019, pp. 77-104), based on the value-added trade 
data from 64 countries in 2002-2011, concluded OBOR reduced the trade 
cost by promoting infrastructure and signing trade agreements. But OBOR 
was proposed only at the end of 2013 and 2014 is generally regarded as its 
first year, it has limitations in the sample period. Besides, these researches’ 
data do not cover a wide range of countries. 

The purposes of our research are: (1) examining the impact of OBOR on 
China’s bilateral exports and GVC, (2) analyzing and determining which 
routs (corridors) of OBOR are more important.  
 
 

Research methodology  
 

The data of this paper is composed of bilateral trade data set and global 
value chain data set.  
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The sample of bilateral trade data set covers China and its 197 partners 
from 2000 to 2018. Among the variables utilized in further empirical analy-
sis: data on exports come from WITS; gravity variables1  are taken from 
CEPII; GDP and GDP per capita from the World Bank. The information 
about participation in ACFTA is obtained from its official website, in-
volvement in OBOR is based on OECD (2018, pp. 9-12), and membership 
in WTO is integrated from WTO website (2000-2015) and CEPII (2016-
2018). 

The data about domestic value-added (DVA), DVA embodied in final 
and intermediate exports we obtain from the ADB-MRIO2018 database of 
UIBE GVC Indicators. We then merge this with other variables from the 
same sources and get the first GVC data set that comprises China and its 60 
partners (31 OBOR countries) in 2010-2017. 

Then, to explore whether the participating countries in OBOR have 
closer production ties with China, we use the value contributed by a partner 
country in China’s total exports from UNCTAD-Eora GVC Database, 
merging other variables. Finally, sample covers China and 177 partners 
from 2000 till 2018. The summary statistics and detailed descriptions of all 
variables are shown in Table 1. 

Figure 1 presents the export trends of China. Generally, export has 
grown nearly tenfold from 2000 to 2018. Especially in the ten years after 
China has been acceded to the WTO in 2001, it has maintained a growth 
rate of more than 17%, except for the subprime mortgage crisis in 2009. 
However, exports have entered a medium and low growth rate since 2012, 
providing a trade background for the proposal of OBOR strategy. Although 
OBOR was put forward in 2013, China's exports still had negative growth 
in 2015 and 2016. That also explains why previous researchers did not pay 
special attention to its trade effect. 

We show the share of China’s main partners in its total export in Figure 
2. The primary partners are AUS, DEU, GBR, HKG, IND, JPN, KOR, 
MYS, RUS, SGP, THA and USA. Overall, the proportion of these 12 coun-
tries decreased from 73.43% to 59.53% and the USA kept the largest share. 
For non-OBOR countries, except Australia, others had decreased or re-
mained the similar percentages from 2000 to 2018. Among them, Japan is 
only one-third of its original in 2000 (16.72% to 5.90%). On the contrary, 
we find that the shares of countries along OBOR had nearly doubled except 
Singapore (2.31% to 2.00%). Especially, India's proportion had increased 
from 0.63% to 3.08% almost five times. 

 
1 The gravity variables including contiguity, bilateral distance, colonial relationship, 

same country before and common language. 
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Figure 3 presents the share of different economic corridors in China's 
exports. First, the share of OBOR increased from 12.56% to 26.06%. For 
details, the CIP, which is highly coincident with the ASEAN region, has the 
largest share with 10.7% in 2018.  Additional, BCIM (1.45% to 4.43%) has 
the fastest growth. In contrast, CMRF and NELB have the smallest share, 
which is 2.2% and 2.60%, respectively.   

Finally, many researchers believe that total exports can not fully reflect 
international trade status, especially countries’ involvement in the global 
value chains. Figure 4 describes the trend of domestic value-added in Chi-
na's exports in 2010-2017. Except for negative growth in 2015 and 2016, it 
achieved stable growth (39.2% compared with 2010). From the perspective 
of final and intermediate products, the proportion of DVA_I increased from 
43.01% to 47.05%, which also reflects the deepening of China's participa-
tion in GVC. 
 
Gravity model of trade  

 
 Considering gravity model’s outstanding performance in analyzing 

trade flows, we also run our empirical analysis on the bases of it. Based on 
the previous studies and above-mentioned descriptive statistic, the follow-
ing hypothesis can be proposed: 

Hypothesis 1: OBOR plays a positive role in promoting China's interna-

tional trade. 

Hypothesis 2: China’s DVA in export is larger when partners are mem-

bers of OBOR. 

Hypothesis 3: The partner will contribute more value in China’s total 

exports when partners belong to OBOR. 

Hypothesis 4: Some OBOR corridors are more critical in China's inter-

national trade. 

 Based on Borchert et al. (2020), we estimate the augmented version of 
gravity model in log-log form: 

 
�����,� = 	 + �������,� + �������,� +

���������,�+���������,� + ���������� + �������� +

����������+� �����!�� + �"#$��%!��+��&'()��,� +

+���*�+(*��,�+���),)-��,� + .��                                                          

 
Estimation of gravity model can cause some challenges, in order to limit 

the potential problems we follow closely the procedures proposed by Head 
& Mayer (2014, pp. 131-195) and Yotov et al. (2016, pp. 9-54). First, we 
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need to solve the multilateral resistances problem proposed by Anderson. 
The method is the inclusion of fixed effect of reporter-time and partner-
time. However, it should be noted that in our study we only need to impose 
a fixed effect on the partner-year. Secondly, to solve the problem with zero 
trade flows and heteroscedasticity, it is recommended to use the Poisson 
Pseudo Maximum Likelihood (PPML) estimator as the regression method.  
Correia et al. (2020, pp. 95-115) proposed a new PPML estimator that deals 
with the zeros while controlling for multiple fixed effects (FE-PPML). 
Considering the impact of macroeconomic background (e.g. economic cy-
cles), we should employ time fixed effect in the regressions (Yang & Mar-
tinez-Zarzoso, 2014, pp. 138-151). Also, the standard error will be underes-
timated if we ignore clustering in data with multiple aggregation levels. We 
cluster the errors in the regression analysis (Shepherd, 2016, pp. 17-30). 
Finally, to solve the endogenous problem, Yotov et al. (2016, pp. 9-54) 
suggest imposing a fixed effect on the country pair. 

However, fixed effect will absorb some variables (eg. exporter-time and 
importer-time fixed effects will absorb the size variables and all other ob-
servable and unobservable country characteristics, which change over 
time). 

 
 

Results and discussion 
 

Firstly, we use OLS and FE to test the effect of OBOR on exports, results 
are shown in Table 2. Consistent with the traditional conjecture, Two GDP 
show a positive effect on exports, while distance hinders it. China exports 
more to countries that share a common language, has neighbouring or colo-
nial relations. But OBOR turns not to be statistically significant determi-
nant of trade.   

Next, Table 3 shows the results of using FE-PPML. For exports, we get 
statistically significant positive correlation results of WTO, ACFTA and 
OBOR. OBOR is relatively tiny. Specifically, α = 0.287 means that if the 
partner country is a participant of OBOR, China's exports to the partner 
will be $287 more at a significant level of 1%.(α × 1000, ceteris paribus). 
As DVA only includes 480 observations, some of our results don't seem to 
be very significant. However, the results of OBOR are positively correlated 
with three kinds of DVA ( bigger results in DVA_I), while WTO is nega-
tively correlated. The coefficient of 0.233 means that if the partner country 
is a participant in OBOR, China's DVA embodied in intermediate exports 
will be $233000 more. The most results shows there is a positive correla-
tion between OBOR and the value contributed by partner countries in Chi-
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na's total exports. It means the greater the country's value in intermediate 
products imported by China. In other words, it means that China's produc-
tion ties with this country are closer.    

Finally, we explore the economic corridors in Table 4. For exports, we 
find that BCIM, CIP, and CP are positively correlated with it. That means  
if a country is a member of any of these 3 economic corridors, China will 
export more to it. Then, we find that BCIM, CCWA and CP have positive 
and significant effects on DVA, DVA-FIN and DVA_I. Additional, the re-
sults of CIP is positive. In VCp_IN_Er, we have positive results in all eco-
nomic corridors, but only BCIM, CIP and CMRF are significant. Among 
them, we find that the countries from CMRF corridor will have more con-
tribution value to China's exports. However, it is negatively correlated with 
exports and DVA. In other words, members from CMRF benefit from their 
bilateral trade with China. Overall, we find that BCIM, CIP and CP are 
more critical for China. 
 

 
Conclusions 

 
This paper studies the impact of OBOR and its corridors on China's interna-
tional trade and GVC. As far as we know, there is no discussion on the im-
pact of OBOR and its economic corridors from the perspectives of bilateral 
trade and GVC. 

According to the statistical analysis and previous literature, we employ 
an argumented gravity model as our research method. Our results reveal 
that 1) OBOR has a statistically significant positive effect on China's ex-
ports, DVA and participant contribution value to China's exports. However, 
results under OLS and FE methods are not robust. In contrast, FE-PPML 
shows its unique advantages. 2) At the economic corridor level, BCIM, CIP 
and CP are critical in China's international trade and GVC. It is worth not-
ing that CMRF harms China's export and DVA trade and promotes coun-
tries in its region benefit from the trade with China. 

Our research is helpful in 1) clarification the role of OBOR in promot-
ing trade and deepening the industrial links between China and participat-
ing countries; 2) introducing the differences of varied economic corridors 
and point out the weak areas for the promotion of OBOR. 

This study's main limitations are as follows: 1) limited in the number of 
countries in DVA. 2) The study is conducted at the aggregate level without 
distinguishing different sectors. 

Finally, this paper's future research can be divided into two aspects: 1) 
Extending the study to the specific industries between specific countries or 
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regions. 2) Considering that research on trade can also start from the di-
mension of bilateral trade variety, we can verify whether and how OBOR 
affects export variety between country pairs. 
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Table 2. Estimation results of the gravity model for exports, OLS/FE 
 

 
lnexport 

OLS OLS FE 

lnGDPrt 0.723*** 0.839*** 0.839*** 

 [0.098] [0.085] [0.082] 

lnGDPpt 0.994*** 1.308*** 1.308*** 

 [0.045] [0.283] [0.276] 

lnGDPpcpt -0.263*** -0.535* -0.535* 

 [0.067] [0.292] [0.284] 

lnDistrp -0.319 -0.168  

 [0.194] [0.865]  

Langrp 1.495*** 0.931  

 [0.336] [0.587]  

Contigrp 0.256 1.388  

 [0.336] [1.233]  

Colonyrp 1.203**   

 [0.495]   

Smctryrp 0.871 -0.06  

 [0.568] [0.627]  

WTOrpt 0.499** 0.014 0.014 

 [0.233] [0.098] [0.095] 

ACFTArpt 0.549** -0.251* -0.251* 

 [0.242] [0.151] [0.146] 

OBORrpt -0.186 -0.066 -0.066 

 [0.120] [0.078] [0.076] 

year yes yes yes 

Par  yes  

Cluster (Dist) yes yes yes 

N 3570 3570 3570 

R2 0.84 0.97 0.82 

Notes: FE: fixed effects estimations when panel id=Reporter x Partner,  
* p<0.10, ** p<0.05, *** p<0.01 

 

 

 

 

 

 

 



Table 3. Estimation results of the gravity model for exports, DVA and value 
contributed by a partner country in China’s total exports, FE-PPML 
 
 exports DVA DVA_I DVA_FIN VCp_IN_Er 

WTOrpt 0.044 -0.058 -0.162* -0.004 -0.098 -0.04 -0.147 0.074 

 [0.147] [0.110] [0.096] [0.131] [0.096] [0.103] [0.104] [0.056] 

ACFTArpt 0.323*       0.344*** 

 [0.169]       [0.117] 

OBORrpt 0.287*** 0.173*** 0.055 0.233*** 0.06 0.099* 0.025 0.138*** 

 [0.064] [0.040] [0.066] [0.039] [0.079] [0.052] [0.069] [0.044] 

year yes  yes  yes  yes yes 

Par yes yes yes yes yes yes yes yes 

Cluster(Rep#Par) yes  yes  yes  yes yes 

N 3730 480 480 480 480 480 480 3363 

Notes: * p<0.10, ** p<0.05, *** p<0.01 
 
 
Table 4. Estimation results of the gravity model, various economic corridors 
among independent variables, FE-PPML 
 
 exports DVA DVA_I DVA_F VCp_IN_Er 

BCIMrpt 0.372*** 0.072* 0.051 0.081 0.207*** 
 [0.067] [0.037] [0.042] [0.053] [0.040] 
CCWArpt 0.131 0.101** 0.112** 0.089** 0.061 
 [0.085] [0.046] [0.056] [0.045] [0.054] 
CIPrpt 0.374*** 0.16 0.13 0.149 0.088* 
 [0.145] [0.125] [0.144] [0.101] [0.046] 
CMRFrpt -0.178 -0.198*** -0.207*** -0.169** 0.155*** 
 [0.117] [0.067] [0.076] [0.067] [0.058] 
CPrpt 0.182** 0.294*** 0.186*** 0.395*** 0.056 
 [0.092] [0.024] [0.039] [0.019] [0.045] 
NELBrpt -0.048 -0.064 -0.04 -0.122 0.063 
 [0.149] [0.129] [0.065] [0.229] [0.042] 
year yes yes yes yes yes 

Par yes yes yes yes yes 

Cluster(Rep#Par) yes yes yes yes yes 

N 3730 480 480 480 3363 

Notes: This table is a summary of the parameters of each economic corridor from different 
regressions, where corridors are not included simultaneously but one by one. The additional 
variables include: WTO and ACFTA, not included in the table due to the space constraints. 
* p<0.10, ** p<0.05, *** p<0.01       
 

 
 

 

 



Figure 1. The trend and growth rate of China’s exports to the world 
 

 
 
Source: own elaboration based on data from UN Comtrade database extracted through 
WITS 
 
Figure 2. Proportion of major trading countries in China's total exports 
 

 
 
Source: own elaboration based on data from UN Comtrade database extracted through 
WITS. 



Figure 3. Proportion of OBOR’s different economic corridors in China's total 
exports 
 

 
 
Source: own elaboration based on data from UN Comtrade database extracted through 
WITS. 
 
 
Figure 4. The trend of China’s domestic value-added 
 

 
Note: The initial value of the ordinate is 400000 (millions of US $) 
 
Source: own elaboration based on data from ADB-MRIO2018 database of UIBE GVC 
Indicators. 
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Abstract 

 
Research background: According to literature studies, the most objective meas-
ure of business success is business growth. However, the diversity of business 
entities and their environment raises the importance of considering the unique 
nature of the industry when selecting performance measures. Property valuation 
can be considered a specific professional activity that enables a business to operate 
and grow. Based on our research, Polish valuers confirm that their business has 
grown over the last three years. As signs of company growth, valuers point primar-
ily to increases in: the number of valuations carried out, new clients, remuneration 
for valuation services, company brand recognition, number of employees, staff 
qualifications as well as improved facilities and the establishment of new branches.  
Purpose of the article: The main objective of this article was to identify the fac-
tors that significantly affect the growth prospects of companies providing valuation 
services in Poland. As professional practice shows there are different business 
models for property valuation, differing in organizational and legal form, but also 
in the type of valuations performed, the type of client served, or the scope of ser-
vices provided.  
Methods: Our study was based on survey data from 277 respondents representing 
the valuation businesses. In order to analyze the results of the survey the logistic 
regression was used.  
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Findings & Value added: The research confirms the relationship between the way 
of conducting real estate valuation activities and its chances for growth. The survey 
results show that a firm's growth prospects are affected by the type of clients 
served, and the gender and age of the owner-valuer. This research is the first to 
address the growth factors of companies providing valuations. The added value of 
the study is to expand knowledge in the area of business practice in property valua-
tion sector.  

 

 

Introduction 
 

Success of the companies can be measured both by the subjective goals of 
the company founder (Garengo & Bernardi, 2007, pp. 518-532; Dalborg et 

al., 2012, pp. 289-315) as well as by traditional financial performance 
(Glancey 1998, pp. 18-27; Carton & Hofer, 2006). Due to the vague eval-
uation of personal goals of entrepreneurs, the most objective measure of 
business success is company growth (Carton & Hofer, 2006).  

It is pointed out that the growth of small enterprises is a function of de-
cisions made by the entrepreneur, which depend on his individual charac-
teristics and aspirations, as well as internal and external business conditions 
(Gilbert et al., 2006, pp. 926-950), Differences in the attitude to business 
growth result from the characteristics of the entrepreneurs themselves (Dal-
borg et al., 2012, pp. 289-315; Kirkwood, 2016, pp. 594-615) and the gen-
eral conditions of business performance, such as state of the market and 
industry characteristics (Gilbert et al., 2006, pp.  926-950). 

Real estate valuation is a specific type of business. Narrowing the litera-
ture analysis to real estate valuation firms, it was found that such firms are 
mainly described in terms of the valuation profession itself, valuation 
methodology (Adair et al., 1996), client relationships (Amidu et al., 2008,  
pp. 89–106; Małkowska et al., 2019) or the scope of services provided 
(Małkowska & Uhruska, 2019, pp. 27-38). To date, no detailed research 
has been conducted on the issue of the growth of businesses operating in 
this particular industry.  

This research is the first to address the growth factors of companies 
providing valuations. Our main objective was to identify the factors that 
significantly affect the growth prospects of companies providing valuation 
services in Poland. Our study was based on survey data from 277 respond-
ents who were owners or co-owners of valuation businesses. For the analy-
sis, a logistic regression model was used. The survey results show that a 
firm's growth prospects are affected by, inter alia, the spatial coverage of 
valuations offered, the type of clients served, and the gender and age of the 
owner-valuer.  
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Data and research methodology 
 

Research data 

 
The data used in the study was collected through a 2018 survey conducted 
among Polish real estate valuers. 277 questionnaires were admitted for 
analysis, all completed by individuals with at least 4 years of professional 
experience by the date of the survey, who identified themselves as owners 
or co-owners of a real estate valuation business. The detailed structure of 
responses is shown in Table 1. 

The range of information on valuation activity gathered through the sur-
vey was very broad. Specifically, valuers were asked whether they consid-
ered their business had grown in the past three years, what the manifesta-
tions of that growth were, and whether the business's revenue had increased 
in the past three years. Among those surveyed, 42,6% felt their company 
had grown in the past three years. The growth signs perceived by valuers 
primarily included an increase in: number of valuations completed, new 
clients, remuneration for valuation services, company brand recognition, 
number of employees, staff qualifications, as well as improved facilities 
and the establishment of new branches.  
 
Estimation strategy 

 
In order to identify the growth factors of a real estate valuation compa-

nies, we used a logistic regression model, which allows the dichotomous 
qualitative variable Y to be explained.  

The general form of the logit model can be written as follows: 
 �������� 	 
� �  
��� � 
��� � ⋯ � 
��� � � 
 

where 
 

�������� 	 log � ��� 	 1�
��� 	 0�� 

 
and � is qualitative predicted variable 
� is the intercept, 
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�, 
�, … , 
� are regression parameters,   ��, ��, … , �� are predictor variables, � is the error term 
 
Because the 
 parameters show the effect of the independent variables 

on the logit, which is awkward to interpret, we will show their exponents - 
odds ratios (OR) in the outcome tables, 

 �� 	 !"# 
 
which present the effect of independent variables on the odds of an interest-
ing outcome occurring. 

For our study, we examined the impact of valuation company specifics 
(X3, X4) and the range of the services provided (X5a-d –X17) on the odds of 
business growth (Y1). We also controlled for the valuers’ individual charac-
teristics – gender (X1) and age ( X2) of respondents. Both dependent varia-
bles and all independent variables are dichotomous. A detailed description 
of the variables included in the models is provided in Table 2.  
 
 
Research results and discussion 

 
The estimation results of the logit models for the dependent variable de-
fined as firm growth are presented in Table 3, The analysis was based on 
three models, with each subsequent one extended to include an additional 
set of variables. Initially, we began estimation with two variables character-
izing valuation companies - form of ownership (X3) and  number of valuers 
employed (X4), also controlling for the gender of the owner-valuer (X1) and 
his or her age (X2a-d). We then extended the basic model to include the spa-
tial coverage of valuations (X5a-d)) and the scope of business activity (X6), 
which reflected the situation when the company solely provides valuation 
services. In a final step, we expanded the variables from the mid-model to 
include those related to potential business diversification (X7 – X9) and 
specialization in serving specific client groups (X10-17). 

The multiple logistic regression model showed that the significant 
(p˂0.05) independent predictors of company growth odds in the last three 
years were as follows: male gender of the owner-valuer, belonging to one 
of the top two age groups (especially young or middle-aged valuers), col-
laboration or employment of one or more valuers (in addition to the owner-
valuer), performing valuations on a supra-regional basis, frequent work for 
developers. 
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In particular, the male gender of the owner-expert raised the odds of 
business growth by 93% compared to if the owner was female. On the other 
hand, it is worth noting that although the direction of the effect of gender 
on development chances in all models was consistent, these results were 
statistically significant only in model 3. A strong predictor of growth op-
portunity was the age of the valuer. In particular, the impact of belonging to 
the youngest age group of valuers (under 40) increased the odds of firm 
growth by more than 10 times in each of the estimated models.  

Having more than one valuer working for the company (including the 
owner) also increased the chances of growth, more than two to three times 
depending on the model. The spatial extent of valuations was also an im-
portant predictor of growth prospects. On average, there was a four times 
increase in growth odds for those businesses that valued real estate in 
a supra-regional area compared to those that operated strictly locally. This 
was an interesting observation which showed that it was worth balancing 
the area of activity by choosing the widest possible coverage but within the 
limits, which allow the valuer to guarantee the quality of valuation that 
results from knowledge of the market in which he or she operates. Regard-
ing the scope of activity and companies' specialization, the increase of de-
velopment opportunities concerned those companies which often served 
banks. The results of model 3 indicated, in fact, that frequent ser-vices to 
banks increased business growth odds by more than two times. Providing 
services to banks, assures the volume of orders and stability of cooperation 
usually in the long-term. 

 
 

Conclusions 
 

The growing number of valuers in Poland has led some to express concerns 
about excessive competition in the market, price dumping or poor quality 
of the services provided. The range of professional activities and potential 
areas of valuation specialization are diverse. Such heterogeneity within the 
profession raises questions about the factors that can contribute to success 
in the market.  

In general, the study findings indicate that property valuation businesses 
owned by men were more likely to develop than those owned by women. 
A strong predictor of development was also the age, up to 41 years, alt-
hough also people in the middle age group of up to 50 years belonged to the 
group of business owners with higher growth odds than the older ones.  

Surprisingly, the mere fact that a valuer diversifies his or her business or 
limits himself or herself to valuation services did not affect growth oppor-
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tunities. Rather, such opportunities lay in the spatial extent of the market 
served, the certain types of services accompanying real estate valuation 
(like brokerage) and the clients served. Greater growth potential was asso-
ciated with going beyond the local valuation market, accepting valuation 
orders across at least two neighboring voivodeships. The owner-valuer's 
cooperation with at least one additional valuer (through employment or 
some other form of partnership) was also more likely to increase odds of 
company growth. Also important for growth opportunities was cooperation 
with banks, who are usually long-term clients from the business sector. Our 
preliminary analyses did not show that valuer characteristics such as educa-
tion profile or length of work practice translated into opportunities for busi-
ness growth. Therefore, these variables were omitted from further estima-
tions and results presentation. 

In formulating the above conclusions, we were aware of the limitations 
of our study. The first was the time constraint of the study, which did not 
capture the dynamics of change over time. The second was limiting  the 
research to business development in terms of growth, without examining 
other soft success factors like job satisfaction or business continuity. These 
gaps open up new fields of research, especially in the context of the chal-
lenges of the impact of new technologies and the Covid-19 pandemic on 
the real estate market and its players. Also an interesting line of study is the 
impact of gender on doing business in valuation and the analysis of soft 
success factors in this professional activity. 
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Annex 

 
 
Table 1. Descriptive statistics for the survey sample 

 
Variables Frequency (%) 

Gender 

Male 
Female 

50.90 
49.10 

Age 

Below 41 
41-50 
51-60 
Above 60 

26.35 
24.55 
24.91 
24.19 

Ownership 

Sole proprietorship  
Partnerships 

89.89 
10.11 

Employment 

One 
More than one  

83.75 
16.25 

Valuation spatial coverage 

Local  
Regional  
Supra-regional  
Country 

35.74 
25.27 
15.52 
23.47 

Business scope 

Only real estate valuations 
Additional services 

42.60 
57.40 

Additional service types 

Real estate brokerage 
Companies valuation 
Surveying/construction 

15.88 
27.44 
14.80 

Frequently clients served 

Individuals 
Companies 
Banks and financial institutions 
Developers 
Courts 
Bailiffs 
Public governments 

46.93 
40.43 
25.63 
14.44 
35.38 
22.38 
34.30 

Services in the foreign language 

Foreign language service availability 36.10 
 
 
 
 
 
 
 
 

 
 



Table 2. Variables description  
 

Variables Description 

Y1 Business 
growth 

Respondent's answers to the question: in your opinion, has your business 
grown in the last 3 years? Possible answers: strongly yes, rather yes, hard to 
say, strongly no, rather no. The dummy variable takes the value 1 for 
strongly yes, rather yes, 0 otherwise. 

X1 Gender Gender of the respondent. The dummy variable takes the value 1 for male, 
0 for female. 

 
X2a 

X2b 

X2c 

X2d 

 
Age(below41) 

Age(41-50) 

Age(51-60) 

Age(above60) 

Set of dummy variables for respondents’ age. 
The dummy variable takes the value 1 if respondent is under age 41, 0 
otherwise. 
The dummy variable takes the value 1 if respondent is between 41 and 50 
years old, 0 otherwise. 
The dummy variable takes the value 1 if respondent is between 51 and 60 
years old, 0 otherwise. 
The dummy variable takes the value 1 if respondent is above age 60, 0 
otherwise. 

X3 Ownership Legal form of the respondent’s company.  The dummy variable takes the 
value 1 for sole proprietorship, 0 for partnership. 

X4 Employment Number of valuers employed by the company, including owner. Possible 
answers: only one valuer, more than one valuer. The dummy variable takes 
the value 1 for more than one valuers employed, 0 for one valuers. 

 
X5a 

 
X5b 

 
X5c 

 
X5d 

 
Local 
 
Regional 
 
Supra-
regional 
Country 

Set of binary variables for the spatial coverage of valuations. 
The dummy variable takes the value 1 if the valuer operates locally (within 
the nearest poviats), 0 otherwise. 
The dummy variable takes the value 1 if the valuer operates regionally 
(within one voivodship), 0 otherwise. 
The dummy variable takes the value 1 if the valuer operates across regions 
(within several voivodships), 0 otherwise. 
The dummy variable takes the value of 1 if the valuer operates nationwide, 
0 otherwise. 

X6 Business 
scope 

The dummy variable takes the value of 1 if the valuer’s company provides 
only real estate valuations, 0 otherwise. 

X7 Brokerage The dummy variable takes the value 1 if the valuer's company also provides 
real estate brokerage services, 0 otherwise. 

X8 Company 
valuation 

The dummy variable takes the value 1 if the valuer's company also provides 
enterprise valuations, O otherwise. 

X9 Surveying/ 
construction 

The dummy variable takes the value 1 if the valuer's company also provides 
surveying and construction services, O otherwise. 

X10 Individuals The dummy variable takes the value 1 if the valuer’s company frequently 
serves individuals, 0 otherwise. 

X11 Companies The dummy variable takes the value 1 if the valuer’s company frequently 
serves enterprises (excluding banks and developers), 0 otherwise. 

X12 Banks  The dummy variable takes the value 1 if the valuer’s company frequently 
serves banks and other financial entities, 0 otherwise. 

X13 Developers The dummy variable takes the value 1 if the valuer’s company frequently 
serves developers, 0 otherwise. 

X14 Courts The dummy variable takes the value 1 if the valuer’s company frequently 
serves courts, 0 otherwise. 

X15 Bailiffs The dummy variable takes the value 1 if the valuer’s company frequently 
serves bailiffs, 0 otherwise. 

X16 Public 
governments 

The dummy variable takes the value 1 if the valuer’s company frequently 
serves public governments (at all levels), 0 otherwise. 

X17 Foreign 
language 

The dummy variable takes the value 1 if the valuer’s company provides 
services in a foreign language 



Table 3. Logit models estimation for business growth as dependent variable 
 

* p<0.05, ** p<0.01,*** p<0.001 
 

Business 

growth 

Logit1 Logit2 Logit3 

OR z P>|z| OR z P>|z| OR z P>|z| 

Gender (male) 1.62 1.73  1.69 1.82  1.93 2.15 * 
Age(below41) 

Age(41-50) 
Age(51-60) 

Age(above60) 

11.9 
2.40 
1.89 
Ref. 

5.83 
2.16 
1.59 

- 

*** 
* 

12.8
7 

2.58 
2.26 
Ref. 

5.88 
2.30 
1.95 

- 

*** 
* 

10.3
4 

2.21 
2.36 
Ref. 

4.99 
1.79 
1.88 

- 

*** 

Ownership  1.21 0.37  1.17 0.30  1.78 0.96  
Employment  3.33 2.91 ** 3.48 2.89 ** 2.84 2.16 * 

Local 
Regional  
Supra-regional  
Country 

   Ref. 
1.12 
3.98 
1.70 

- 
0.31 
3.08 
1.31 

 
 

** 

Ref. 
1.17 
4.14 
1.63 

- 
0.38 
2.91 
1.07 

 
 

** 

Business scope    1.59 1.46  2.39 1.84  
Brokerage       2.31 1.85  

Company 
valuation 

      1.32 0.64  

Surveying/const
ruction 

      0.65 -0.81  

Individuals       1.35 0.92  
Companies       0.81 -0.56  

Banks        2.33 2.40 * 
Developers       1.44 0.77  
Courts       1.36 0.85  
Bailiffs       1.42 0.87  

Public 
governments 

      1.63 1.52  

Foreign 
language 

      1.52 118  

Constant 0.14 -3.27 *** 0.07 -3.84 *** 0.02 -4.45 *** 

N 277 277 277 
Pseudo R2 0.1551 0.1865 0.2368 



Adam P. Balcerzak & Michał Bernard Pietrzak (Eds.)  
 

Proceedings of the 11th International Conference on Applied Economics  
Contemporary Issues in Economy: Quantitative Methods 

 

Olsztyn: Instytut Badań Gospodarczych // Institute of Economic Research 
 

2021 
 

DOI: 10.24136/eep.proc.2021.2 (eBook) 
ISBN 978-83-65605-44-3; ISSN 2544-2384 (Online) 

 

111 

Iwona Markowicz 

ORCID ID: 0000-0003-1119-0789 
University of Szczecin, Poland 

 
Paweł Baran 

pawel.baran@usz.edu.pl 
ORCID ID: 0000-0002-7687-4041 

University of Szczecin, Poland 
 
 

Data quality in international trade by commodity group 
 
 
JEL Classification: F14; C10; C82  

 

Keywords: Intra-Community trade; CN chapters 
 

Abstract 

 
Research background: Intra-Community trade data are mirrored data. Transac-
tions are recorded in two sources, on the side of the seller's country and on the side 
of the buyer's country. An inconsistency between the data is called mirror data 
asymmetry. International trade data are important in many macroeconomic anal-
yses. Therefore, their accuracy is essential. Research papers focus on the causes of 
discrepancies and methods to analyse them. 
Purpose of the article: The aim of the paper is to identify the asymmetry of mirror 
data by commodity group (CN chapters). The indicators used allow for the indica-
tion of commodity groups with high mirror data compatibility and those with data 
asymmetry. Value-based and quantity-based approaches used in analyse. The data 
were aggregated by country.  
Methods: Based on the literature on the subject and previous their own research, 
the Authors have developed a group of methods for studying the asymmetry of 
mirror data. The proposed indicator formulas are based on various data aggregation 
approaches. The research used data by 97 chapters of the Combined Nomenclature 
(CN). The data comes from the Comext database, provided by Eurostat. 
Findings & Value added: The results of the analysis are rankings of the Com-
bined Nomenclature (CN) chapters by the quality of data. Thus, areas of necessary 
intensification of the work of public statistics services to improve data reliability 
were identified. 
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Introduction  

 
International trade is an important factor affecting the dynamics of overall 
economic development. The benefits of foreign trade affect a society's 
standard of living and contribute to the creation of its wealth. Trade in 
goods is the primary form of cooperation with foreign countries. Foreign 
trade of a country affects the size of GDP (gross domestic product) and its 
structure, the development of entrepreneurship, competitiveness, specializa-
tion, expansion of markets, access to new products and technologies, etc. It 
is therefore a very important economic category influencing economic de-
cisions. Therefore, it is very important to obtain reliable data on the ex-
change of goods of individual countries, as well as groups of countries (e.g. 
EU) and on global trade turnover in general. Foreign trade statistics have 
a mirrored character. This means that information about the exchange of 
goods is recorded in the supplier country (as exports) and in the recipient 
country (as imports). The literature uses the terms ‘mirror data’ (Javorcik & 
Narciso, 2008, Markowicz & Baran, 2020), ‘bilateral trade statistics’ (Hong 
& Pak, 2016) often additionally warning against ‘misreporting trade’ (Kel-
lenberg & Levinson, 2018). This form of information collection allows the 
comparison of two quantities concerning the same event (a trade transac-
tion as an export quantity on the one hand and an import quantity on the 
other). By definition, these two quantities should be equal. However, this is 
not the case. There are greater or lesser differences in these quantities. 
There are many reasons for this situation. These include, for example, er-
rors in data aggregation (at the level of the economic entity or the country), 
incorrect coding of the country of the supplier or the recipient, inaccurate 
coding of goods, failure to distinguish between the invoice value and the 
statistical value, etc. In addition to these unintentional errors, there are also 
intentional errors in reporting. We are talking about the under- or over-
estimation of merchandise exchanges with foreign counterparts. These are 
the result of tax fraud. 

Differences in official data on international trade have been written 
about for a long time. These are mirror data – recorded by trading counter-
parties. We believe that the first researcher of the phenomenon of data 
asymmetry in foreign trade was Morgenstern (1963) who did not only cov-
er the analysis of world export and import data but also proposed tools to 
study the differences between them. In his opinion, misreported bilateral 
transactions are evidence of concealment of illicit financial flows. Farhad et 

al. (2018) acknowledge positive correlations for both tariff and VAT rates 
with import under-reporting. 
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Research on mirror data asymmetry focuses on its spatial domain. The 
results are supposed to identify countries as places where data errors occur. 
In contrast, in this paper the Authors focus on commodity groups and iden-
tification of those with poor data quality. 

The discussion on mirror data asymmetry in international trade is still 
ongoing in the literature. We note two streams of this discussion. The first 
focuses on considering the reasons for the discrepancies in data (e.g. Fed-
erico & Tena, 1991, Javorcik & Narciso, 2008). The second stream, on the 
other hand, focuses on the methodology for investigating these discrepan-
cies, that is, examining the quality of international trade data (e.g. Par-
niczky, 1980, Ferrantino & Wang, 2008, Markowicz & Baran, 2019). 

The study of the quality of international trade data is important for the 
tax system in any country (Betz, 2019, Fisman & Wei, 2004, Ferrantino, et 

al. 2012). A very important factor in increasing tax collection is institution-
al quality (Bird & Zolt, 2008). The results of the study may have implica-
tions for increasing this quality. 

For several years, the authors have been studying the discrepancy of 
mirror data in intra-Community trade in goods and ways to assess the quali-
ty of such data. The methodology developed so far has been used to assess 
the quality of data by EU countries. The aim of this paper is to adapt these 
methods to the study of asymmetry of mirror data by commodity groups. In 
this study, the quality of data on trade within specific commodity groups 
(CN chapters) in intra-Community trade was compared. The data were 
aggregated by country. The indicators used allow for the indication of 
commodity groups with high mirror data compatibility and those with data 
asymmetry between intra-Community supplies (ICS) and acquisitions 
(ICA). Moreover, the commodity groups for which the value-based and 
quantity-based approaches give similar results have been identified. 
 
 
Research methodology 

 
The Authors' methods for studying the quality of foreign trade data have 
been developed for several years, based on the literature on the subject and 
their own research. Previous studies were based on Comext data and con-
cerned intra-EU exchanges. The analyses were carried out in order to de-
termine the level of data quality for individual EU countries or their  groups 
– e.g. the so-called 'new' and 'old' EU In these studies, exports and imports 
of goods were aggregated by commodity groups (HS chapters). 

Currently, however, we are focusing on analyzing the quality of data on 
intra-Community trade in goods divided by commodity group. The data 
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were aggregated by country. The indicators used allow for the indication of 
commodity groups with high mirror data compatibility and those with data 
asymmetry between intra-Community supplies (ICS) and acquisitions 
(ICA). Moreover, the commodity groups for which the value-based and 
quantity-based approaches give different results have been identified. 

In our research, we propose different index formulas. They are based on 
data on the value of transactions (value-based formula), on the weights of 
goods traded (quantity-based formula) or as a quantity-based formula ad-
justed by the share in the value of ICS or ICA. 

The research used data on intra-Community supplies and acquisitions of 
goods broken down into 97 chapters of the Combined Nomencla-
ture/Harmonized System (CN/HS). Differences between the ICS and ICA 
in distinct commodity groups were aggregated for all pairs of EU countries. 

In the article we used two types of indicators of mirror data quality – an 
aggregated value-based index (1) and a new proposal by the Authors, called 
a value-weighted aggregated index for quantity (2).  

An aggregated value-based data quality index for exports of goods 
(from k-th HS chapter) is given by: 
 

����� ��	 = ∑ ����
� ����� �����
�    (1) 

 
where: ����

�  – declared value of exports of goods classified in k-th HS 
chapter from country A to the country Bi,, 
���� – declared mirror value of acquisitions of goods shipped from country 
A to country Bi, as reported in the receiving country (Bi) statistics, 

� = ∑ ����
� ����� �

�
� !"  – a hypothetical true value of the above said exports. 

Our newly proposed aggregated quantity index with value-based 
weights (value-weighted quantity-based quality index) is calculated follow-
ing the formula: 
 

� �# ��� ��	 = ∑ � �# ��
� � �# ��� ����� ⋅%�

�   (2) 

 
where: �& ���

�  – declared weight of exports of goods classified in k-th HS 
chapter from country A to the country Bi, 

�& ����  – declared mirror value of acquisitions of goods shipped from coun-
try A to country Bi, 
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' = ���
� (����

∑ )��*
� (��*� +�*��

 – correction factor – the share of the value of exports 

of country A to country Bi in total ICS. 

� = ∑ � �# ��
� ( �# ��� �

�
�,!" ⋅ '  – the sum of average (hypothetical) quantity of 

exports and mirror imports from country i to countries j corrected with Li 
factors. 

The study was conducted according to the following steps: 
1) selection of EU countries whose export value of goods exceeds the 

threshold (10% of the turnover of the country with the highest turnover) 
2) aggregation of both value and weight of exports from selected countries 

(cf. point 1 above) to all EU member states for each HS chapter (96 
chapters from 1 to 97 considered, specific chapters 98 and 99 excluded), 

3) calculating index (1) for each HS chapter and ranking the chapters, then 
indicating the chapters with the highest and the lowest data quality, 

4) calculating index (1) for each HS chapter and ranking the chapters, then 
indicating the chapters with the highest and the lowest data quality ac-
cording to such modified index, 

5) comparing indices (1) i (2) for every HS chapter in selected countries 
(graphical presentation included). 
To exclude from consideration results that are due to randomness and 

are not the result of the sought regularity, the study was limited to countries 
with the largest turnover in intra-Community trade. The selection was made 
in such a way that the study included countries whose turnover in the exam-
ined period exceeded 10% of the turnover of the country with the largest 
volume, i.e. Germany. Under this condition, the study group consisted of 
12 countries, Germany itself accompanied by the Netherlands, Belgium, 
France, Italy, Poland, Spain, United Kingdom (it was a member of the EU 
in the period under consideration), Czechia, Austria, Hungery, and Sweden 
The order of coutries listed corresponds with their respective declared ICS 
volumes. We used Eurostat’s Comext data on intra-Community trade in 
2017 in our numerical example. 
 
 
Results 
 

We calculated all values of index (1) for every country from our list, ob-
taining vectors of 96 indices for every country. We continued by adding up 
the indices for the same k-th chapter in 12 countries which provided us 
within aggregate. Then these 96 aggregates were sorted in order to find out 
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which HS chapters data can be considered of best and worst quality in eve-
ry country. Eventually, we present the distributions of the actual indices 
among the 12 countries in order of the aggregates (fig. 1 shows ten HS 
chapters with best and ten with worst data quality among the 12 considered 
countries). We repeated the procedure with indices given by (2) and ob-
tained another ordering of chapters, resulting in a chart analogous to the 
previous one (fig. 2). 

Although the selection of HS chapters in each diagram is different, we 
can still observe chapters that are among those with best/worst data quality 
regardless of the method, i.e. calculating data quality index based on weight 
can help in spotting those commodity groups that are reported correctly 
throughout the EU and those reported erroneously in many countries re-
gardless of the method, the former group includes chapters 4, 18, 19, 39, 
48, and 72, the latter – includes chapters 13, 36, 50, 89, and 97. In particu-
lar, it’s the latter list of commodity groups that needs special attention from 
the official statistics services. 

We calculated indices for every chapter in every country, so we could 
compare values of index (1) and index (2) in their respective data. In order 
to compare the indices we simply draught scatterplots in which index (1) is 
put along the x-axis and index (2) – along y-axis. We also counted the 
chapters for which index (1) takes a value higher than index (2) and those, 
for which index (2) > index (1). It appears, that Poland, Czechia and the 
Netherlands are the only countries for which the values of index (1) are 
higher than values of index (2) in most chapters while for most countries it 
is index (2) that has higher values in most of HS chapters. This result seems 
to be counterintuitive as index (2) was introduced to overcome the high 
volatility of index (1). However, the explanation to this lies perhaps in val-
ue-oriented statistical thresholds introduced in intra-Community statistics. 
Trade of low value may well be under the reporting threshold and thus not 
reported, leading to small discrepancies between mirror data. The same 
does not hold for weight of goods, because there exist many commodities 
that are both heavy and inexpensive. This result however is only specula-
tive and we need further investigation to prove it. 

We also observe that for huge economies the discrepancies in all chap-
ters are low (points in diagrams tens to cluster in bottom-left corner) re-
gardless of the method of calculating data quality which is both an expected 
and desired result. 
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Conclusions 

 
The results of the study lead to some conclusions. It seems that the most 
important conclusion is a relative constancy of badly reported groups, re-
gardless of the method of calculating data quality indicator - based on the 
value or quantity of goods. Thus, there is an easily identifiable group of 
goods that should be monitored as closely as possible. 

The second important finding is the non-intuitive nature of the relation-
ship between index (1) (classic one) and index (2) – index (2) was supposed 
to eliminate differences between mirrored data, but in most cases it rather 
sharpens them. 

Therefore, at this time it seems appropriate to use not one of the pro-
posed indexes, but both, and interpret their results together. 
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Annex 

 
 
Figure 1. Distributions of HS chapters positions in quality rankings based on index 
(1) calculated for individual countries (10 best and 10 worst chapters) 

 
 
Figure 2. Distributions of HS chapters positions in quality rankings based on index 
(2) calculated for individual countries (10 best and 10 worst chapters) 
 

 
 
 
 
 
 



Figure 3. Values of index (1) vs. index (2) for every HS chapter in countries under 
examination (a-l) 
 

  
a) Germany (34 below the line, 62 above) b) The Netherlands (50 vs.46) 

  
c) Belgium (44 vs. 52) d) France (37 vs. 59) 

  
e) Italy (48 vs. 48) f) Poland (65 vs. 31) 
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Figure 3. Continued 
 

 

  
g) Spain (40 vs. 56) h) United Kingdom (39 vs. 57) 

  
i) Czechia (53 vs. 43) j) Austria (46 vs. 50) 

  
k) Hungary (41 vs. 55) l) Sweden (47 vs. 49) 
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Abstract 

 
Research background: The sustainable development at the enterprise level is 
understood as the integration of economic, environmental and social dimensions 
aimed at meeting the needs of all firm’s stakeholders in the present and in the fu-
ture. Therefore, it is crucial to evaluate the relationship between economic, envi-
ronmental and social sustainability performance of a company and its financial 
performance.  
Purpose of the article: Considering the business model for sustainability as well 
as the debatable results of empirical research on the relationship between corporate 
sustainability performance (CSP) and corporate financial performance (CFP), the 
essential aim of the paper is to answer the question whether the improvement of 
corporate sustainability performance in its particular dimensions brings about the 
higher total revenues (TR) of a company. 
Methods: The main method of empirical research is panel regression models based 
on Cobb-Douglas production function, which has been extended to include varia-
bles of corporate sustainability scores. The selection between polled OLS model, 
random-effects model and fixed-effects model has been made with the use of the 
F-test, the Breusch-Pagan test and the Hausman test. Additionally, the Pearson 
correlation coefficients have been analyzed. The empirical studies were conducted 
in the period 2014–2019 among the 59 largest U.S. companies listed in the Fortune 
500 ranking between 2015–2020. 
Findings & Value added: The research hypothesis assuming the existence of 
positive relationship between corporate sustainability performance (CSP) at both 
aggregate and disaggregate levels and corporate financial performance (CFP) ex-
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pressed by TR due to the occurrence of certain statistically insignificant coeffi-
cients in estimated panel regression models cannot be positively verified. 
 
 

Introduction  
 
The corporate sustainability can be described as meeting the needs of firm's 

direct and indirect stakeholders (...) without compromising its ability to 

meet the needs of future stakeholders (Dyllick & Hockerts, 2002, p. 131). 
In order to meet the needs of various stakeholder groups, corporations must 
actually satisfy all three dimensions of sustainability (Gond et al., 2012, pp. 
219–220) by maintaining and enhancing economic, environmental and 
social capital simultaneously (Oželienė, 2017, pp. 97–101). It is necessary 
to emphasize that the pre-condition for economic, environmental and social 
sustainability of a company is good governance, currently treated as the 
fourth dimension of corporate sustainability (UNSDSN, 2013, p. viii). 

The implementation of corporate sustainability principles and practices 
by organizational members, who are emotionally involved to attain mission 
of a company results in the improvement of performance in economic, en-
vironmental, social and governance dimensions, which in turn increases the 
satisfaction of stakeholders enhancing corporate reputation and brand equi-
ty as well as emotional involvement of organizational members (compare 
Kantabutra & Ketprapakorn, 2020, pp. 18–19; Barnett, 2007, p. 803). Bear-
ing in mind this business model for sustainability as well as the debatable 
results of empirical research on the relationship between corporate sustain-
ability performance (CSP) and corporate financial performance (CFP), the 
essential aim of the paper is to answer the question whether the improve-
ment of corporate sustainability performance in its particular dimensions 
brings about the higher total revenues of a company. 

In order to realize the goal of this article, the empirical research in the 
years 2015–2019 among the largest U.S. companies with the use of panel 
regression models was conducted. These panel regression models are based 
on Cobb-Douglas production function, which includes variables of corpo-
rate sustainability scores. The selection between polled OLS model, ran-
dom-effects model and fixed-effects model has been made according to the 
analysis of the F-test, the Breusch-Pagan test and the Hausman test. The 
Pearson correlation coefficients have been also analyzed.   

The further part of the paper is structured as follows. The next section 
contains the description of research methodology. Section 3 reveals the 
results of empirical studies on the relationship between corporate sustaina-
bility performance (CSP) and corporate financial performance (CFP) and 
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discusses them. Section 4 shows concluding remarks. The last section in-
cludes annex. 
 
 
Research methodology 
 
The research sample includes the largest non-financial U.S. companies, 
which were listed in the Fortune 500 ranking in the first hundred positions 
in each year of the period 2016–2020. The adoption of such a condition for 
listed companies allowed to qualify a relatively large number of enterprises 
for the research sample whose top position in the ranking was stable. On 
the basis of the preliminary criterion, 71 firms were qualified for the re-
search sample but 12 of them were excluded due to a change in the form of 
activity as a result of an acquisition (1), running business activity as a non-
publicly traded company (5) or activity sponsored by the government (2) 
and the lack of necessary data for the whole period of the analysis (4). The 
final research sample is a balanced panel dataset of 59 companies over the 
five-year research period, so it consists of 295 firm-year observations. 

The research period covers the years 2015–2019, but because one-year 
lagged variables and variables expressed as average values were employed, 
it was necessary to collect all required data for the period 2014–2019. The 
financial and sustainability data of investigated companies from the years 
2014–2019 were retrieved from Refinitiv Thomson Reuters Eikon database 
and all calculations based on these data were made applying a statistical 
package Gretl. 

Bearing in mind the business model for sustainability and results of em-
pirical studies on the CSP–CFP link the following research hypothesis was 
formulated: 

 
H: The effect of corporate sustainability performance at both aggregate 

and disaggregate levels on corporate financial performance as expressed 

by total revenues is positive. 

 
The empirical verification of the research hypothesis aims to estimate 

three regression models based on the augmented production function, 
which in a logarithm form (compare Conte & Svejnar, 1988, pp. 139–151) 
looks as follows: 
 

��� = ��� + ����	 + �
��� + �   (1) 
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From the collected data, three operating variables are constructed: 
− V (output) – value of total revenues, which is the major criterion of 

classifying the largest U.S. companies in the Fortune 500 ranking,  
− K (capital input) – average value of fixed assets and  
− L (labor input) – average number of employees. 
Taking into account constructed variables as well as denoting companies by 
i, the time period in years by t (t = 1, 2, …) and residual by μ, the basic 
Cobb–Douglas production function is: 
 

����,� = �� + ����	�,� + �
����,� + ��,��� + ��,�  (2) 
 

In order to reach the aim of this paper, the following three regression 
models, differing in the vector X, are considered. 
The first regression model looks as follows: 
 

����,� = �� + ����	�,� + �
����,� + ��������,��� + 

+�
�����,��� + ��,�    (3) 
 
where vector X is composed of: 
− LTRPS – long-term returns pillar score, which measures a corporate 

ability to manage its long-term economic sustainability and  
− ESGS – aggregate environmental, social, governance score based on 

weighted scores of particular pillar scores. 
The second regression model is expressed by the given equation: 
 
����,� = �� + ����	�,� + �
����,� + ��������,��� + �
�����,��� + 

+�������,��� + �������,��� + ��,�   (4) 
 
where vector X comprises the long-term returns pillar score (LTRPS) as 
well as weighted scores of particular pillars: 
− WEPS – weighted environmental pillar score, 
− WSPS – weighted social pillar score and  
− WGPS – weighted governance pillar score. 
The third regression model is described by the following formula: 
 

����,� = �� + ����	�,� + �
����,� + ��������,��� + �
����,��� + 
+������,��� + ������,��� + ��,�   (5) 

 
where vector X contains the long-term returns pillar score (LTRPS) and 
disaggregate pillar scores without weights: 
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− EPS – environmental pillar score, which shows how effectively a com-
pany avoids environmental risk and takes advantage of environmental 
opportunities,  

− SPS – social pillar score, which refers to the company’s reputation and 
the status of its license to operate and  

− GPS – governance pillar score, which reflects a company’s capacity to 
direct and control its rights and responsibilities. 
The decision which kind of panel model should be used – pooled OLS, 

fixed-effects or random-effects model – to estimate considered regression 
models was taken after analyzing the results of the F test, the Breusch-
Pagan test and the Hausman test (see Table 2). In the first regression model, 
the random-effects model should be employed because p-values of the F 
test and the Breusch-Pagan test were below 0.05 while the p-value of the 
Hausman test was higher than 0.05. In the next two regression models p-
values of all tests were lower than 0.05, which means that in these cases the 
fixed-effects model should be applied. 

Additionally, the study presents analysis of the Pearson correlation coef-
ficients. 
 

 
Results 
 

The research sample consists of 295 firm-year observations – 59 largest 
U.S. companies over the years 2015–2019 are examined.  

The correlation analysis (see Table 1) revealed that there are statistically 
significant correlations between a dependent variable – total revenues (TR) 
and some independent variables. The correlation of TR with the average 
value of fixed assets (AFA) is moderate (rxy = 0.4407) while the correlation 
of TR with the average employment (AE) is weak (rxy = 0.2808). Both of 
these correlations are positive and statistically significant at the 0.01 level. 
Analyzing correlations of TR with corporate sustainability scores, different 
results are observed. The positive and very weak (rxy = 0.1516) correlation 
between TR and the long-term returns pillar score (LTRPS) is statistically 
significant at the 0.01. level. On the other hand, the correlation between TR 
and the aggregated environmental, social and governance score (ESGS), 
which also demonstrates the existence of positive and very weak relation-
ship is statistically insignificant. The correlations of TR with corporate en-
vironmental scores are not coherent because the correlation with weighted 
environmental pillar score (WEPS) implies a negative relationship while the 
correlation with disaggregated environmental pillar score (EPS) indicates 
a positive relationship but none of them is statistically significant. The cor-
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relations of TR with corporate social scores point out negative and very 
weak relationships, however, the correlation with the weighted social pillar 
score (WSPS) is statistically insignificant while the correlation with the 
disaggregated social pillar score (SPS)  (rxy = 0.1121) is statistically signifi-
cant at the level of 0.1. The correlations of TR with corporate governance 
scores are consistent due to the fact that the correlation with weighted gov-
ernance pillar score (WGPS) (rxy = 0.1257) and the correlation with dis-
aggregated governance pillar score (GPS) (rxy = 0.1672) show positive and 
very weak relationships, which are statistically significant at levels of 0.05 
and 0.01, respectively. Considering correlations between explanatory vari-
ables in particular regression models, it should be emphasized that any 
statistically significant correlations between these variables do not exceed 
the critical threshold of |0.8| (compare Soana, 2011, pp. 133–148) 

In the first regression model, the coefficients at the variables of capital 
and labor inputs are positive and statistically significant at the 0.01 level, 
which means that the total revenues (TR) increase with an increase in the 
company's average fixed assets and average employment (coefficients are 
0.2728 and 0.1279, respectively). The coefficient at the long-term returns 
pillar score (LTRPS) is positive (β1 = 0.0019) and statistically significant at 
the 0.1 level while the positive coefficient at the aggregated environmental, 
social and governance score (ESGS) is statistically insignificant, so the 
increase in TR is due to the improvement in corporate economic perfor-
mance rather than improvement in overall sustainability performance of 
a company. In the second regression model, the coefficients at the variables 
of capital and labor inputs are positive (coefficients are 0.2768 and 0.1123, 
respectively) and statistically significant but the coefficient at the capital 
input is significant at the 0.01 level and the coefficient of labor input at the 
0.1 level. The coefficient at the long-term returns pillar score (LTRPS), 
while positive, is statistically insignificant. Among weighted scores in envi-
ronmental, social and governance pillars, only the coefficient at the 
weighted social pillar score (WSPS), which is positive (β3 = 0.0041), is 
statistically significant at the 0.1 level, which implies that the improvement 
in corporate social performance causes the increase in TR. The statistically 
insignificant coefficients at the weighted environmental (WEPS) and gov-
ernance (WGPS) pillar scores are positive and negative, respectively. In the 
third regression model, the coefficients at the variables of capital and labor 
inputs are positive (coefficients are 0.2769 and 0.1042, respectively), how-
ever, the coefficient at the capital input is statistically significant at the 0.01 
level while the coefficient at the labor input is statistically insignificant (p-

value = 0.1011). The coefficient at the long-term returns pillar score 
(LTRPS) is positive but statistically insignificant. Within disaggregated 
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environmental, social and governance pillar scores, only the coefficient at 
the governance pillar score (GPS), which is negative, is statistically insig-
nificant. The coefficients at the environmental (EPS) and social (SPS) pillar 
scores are positive (β2 = 0.0015 and β3 = 0.0018) and statistically signifi-
cant at the 0.1 level, which indicates that the improvement in corporate 
environmental and social performance leads to the increase in TR (see Ta-
ble 2) (compare Wagner, 2010, pp. 1553–1560). 
 
 

Conclusions 
 

The empirical studies revealed that in the estimated panel regression mod-
els there are statistically significant coefficients at the variables of corpo-
rate sustainability performance. Among these statistically significant coef-
ficients there are coefficients at the long-term returns pillar score (LTRPS – 
model 1) and disaggregated environmental pillar score (EPS – model 3) as 
well as weighted social pillar score (WSPS – model 2) and disaggregated 
social pillar score (SPS – model 3). All statistically significant coefficients 
are positive, which means that the improvement in economic, environmen-
tal and social sustainability performance leads to the increase in total reve-
nues (TR). Unfortunately, in the considered panel regression models, the 
coefficients at the overall sustainability performance (ESGS – model 1) and 
weighted environmental performance (WEPS – model 2) as well as 
weighted governance performance (WGPS – model 2) and disaggregated 
governance performance (GPS – model 3) are statistically insignificant. 
The occurrence of certain statistically insignificant coefficients in estimated 
panel regression models do not allow to positively verify the research hy-
pothesis assuming the existence of positive relationship between corporate 
sustainability performance (CSP) at both aggregate and disaggregate levels 
and corporate financial performance (CFP) expressed by TR.  

The findings of our empirical studies should not be generalized because 
of their limitations. First of all, measures of corporate sustainability per-
formance expressed by the overall corporate sustainability scores as well as 
weighted and disaggregated pillar scores, that were retrieved from Refinitiv 

Thomson Reuters Eikon database are calculated based on the information 
reported by companies, so information is not deprived of subjectivism. 
Moreover, the research period, which covers only five years seems to be 
too short to fully discover the CSP-CFP relationship but the main reason 
for taking into consideration such a short analysis period was the lack of 
long-term returns pillar score calculations before 2014. On the other hand, 
it was crucial to incorporate the economic performance alongside other 
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variables of corporate sustainability performance into estimated panel re-
gression models because to the best of the author's knowledge, it is not 
a commonly used approach in spite of the fact that the economic sustaina-
bility is one of the key corporate sustainability dimension.  

The future empirical research should be conducted with consideration of 
corporate economic sustainability performance as a variable that can affect 
corporate financial performance to make cross-sectoral and cross-country 
comparisons. Managers should also pay more attention to this specific link 
in particular, as the author managed to find the slight evidence for its exist-
ence. 
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Table 2. Estimation results of panel regression models  
 

Specification 
Model 1 Model 2 Model 3 

coefficient p-value coefficient p-value coefficient p-value 

Intercept 6.6432 0.0000 6.7615 0.0000 6.8291 0.0000 
lnK 0.2728 0.0000 0.2768 0.0000 0.2769 0.0000 
lnL 0.1279 0.0074 0.1123 0.0771 0.1042 0.1011 
LTRPS 0.0019 0.0774 0.0015 0.1937 0.0014 0.2083 
ESGS 0.0012 0.2788     
WEPS   0.0045 0.1825   

WSPS   0.0041 0.0711   
WGPS   -0.0034 0.1126   

EPS     0.0015 0.0994 
SPS     0.0018 0.0750 
GPS     -0.0010 0.1188 
F test 135.4050 0.0000 124.147 0.000 114.398 0.0000 
Breusch-Pagan; χ2(1) 539.4310 0.0000 501.719 0.000 459.977 0.0000 
Hausman; χ2(K) 3.2817 0.5118 15.303 0.018 24.962 0.0003 
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Abstract 

 
 

Research background: In the era of climate change, environmental degradation, 
but also growing pub-lic awareness, there is a need to look for new ecological 
energy sources. This condition can be met by renewable energy sources (RES). 
The EU seeks to have a 32% share of its gross final energy consumption from 
renewable sources by 2030. While the EU as a whole is on course to meet its tar-
gets, the question is if production of renewable energy at a given level is not 
a chal-lenge for selected Central and Eastern Europe countries (CEECs) trsdi-
tionslly dependent on fossil fuels. In order to take steps to develop RES in the 
studied countries, there is a need to analyze their diversity in terms of the potential. 
The results of such analyses should support the implementation of adopted strate-
gies. 
Purpose of the article: The article divides the CEECs into similar groups by the 
structure and volume of energy production from RES. This production was com-
pared with the value of Gross Domestic Product (GDP) of each studied country, 
the number of in-habitants and its area. 
Methods: Cluster  analysis. The  research  based  on  the  data  provided  by  Euro-
stat. 
Findings & Value added: The division of the studied region into subgroups de-
pends on how the RES energy production is related to the GDP value, the number 
of inhabitants and the area of individual country. This reference allows to reflect 
the specificity of individual countries in more appropriate way than just an analysis 
of the absolute values of this production. The applied approach allows for a broad-
er look at RES production for selected countries in the region. The obtained re-
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sults can be used for the development of a common energy and climate policy to 
create and develop their own renewable energy markets. 
 
 
Introduction  

 
Traditional energy sources based on oil, coal, and natural gas are consid-
ered the most popular and effective drivers of economic progress, but at the 
same time they are also harmful to the environment and to human health 
(Zou, Zhao, Zhang  & Xiong, 2016). In the era of climate change, environ-
mental degradation, and also growing public awareness (Rousseau & Des-
chacht, 2020), there is a need to look for new green energy sources (Rama-
nathan & Carmichael, 2008; Bölük & Mert, 2014). This condition may be 
met by renewable energy sources (RES), i.e. those generated by infinite 
resources. They include, for example, biomass, wind, solar, hydropower, 
and geothermal energy sources. Renewable energy may serve as a potential 
way to restore balance between economic growth and environmental quali-
ty (Arndt, Arent, Hartley, Merven & Mondal, 2019; Inglesi-Lotz, 2016).  
These issues affect rapidly growing world economies with increasing ener-
gy demand, including economies of European Union members, as one of 
the largest greenhouse gas emitters and major energy consumers in the 
world (González, Landajo & Presno, 2014). 

Pursuing a green economy, mainly understood as a low-emission econ-
omy, means the EU's climate policy is largely focused on RES on the way 
to climate neutrality. Climate neutrality refers to zeroing greenhouse gas 
emissions, i.e. reducing their emissions from the industry, transport, and 
energy sectors as much as possible and offsetting the emissions that could 
not be eliminated by increasing their removals. Under the 2015 Paris 
Agreement (COP21), the European Union promotes an energy union aimed 
at building energy security and solidarity as well as a fully-integrated inter-
nal market, supporting research and competitiveness, accelerating energy 
efficiency, and climate-oriented actions for a carbon-neutral EU economy 
by 2050. A target for increasing the share of renewable energy sources has 
been set, according to which it is to reach at least 32% by 2030 in line with 
the EU climate and energy framework. The main reason for these actions is 
to provide EU consumers with safe, sustainable, competitive, and afforda-
ble energy. Charles Michel, the President of the European Council, said 
that "climate neutrality is no longer a question of choice, it is beyond doubt 
a necessity". 

To be successful in this field, it was necessary to carry out an effective 
and fast transformation of the energy industry process. Even though the EU 
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as a whole is on track to meet its targets, the question is whether the gen-
eration of renewable energy at a given level is a challenge for selected Cen-
tral and Eastern Europe countries (CEECs) dependent on fossil fuels. The 
following countries were included in the research area: Bulgaria, Czechia, 
Estonia, Latvia, Lithuania, Hungary, Poland, Romania, Slovenia, Slovakia. 
It can be expected that some countries generating energy from nuclear 
sources (Hungary, Czech Republic), i.e. from sources that do not emit CO2, 
will be less inclined towards the development of RES. Undoubtedly, 
CEECs include countries whose share of energy from renewable sources 
was much more than 20% already in 2019 (Estonia 32%, Latvia 41%) (Fig-
ure 2).  Still, Central and Eastern Europe countries also include those for 
which RES is still unimportant enough, with the share of energy from re-
newable sources remaining low (Poland 12.2%, Hungary 12.6%) (Figure 
2).   

To take action for RES development in the examined countries, it is 
necessary to analyse their differences in terms of potential. These differ-
ences depend on the energy policies of individual countries as well as the 
environmental awareness of societies. The economic aspect is also im-
portant. It is undeniable that energy production from RES is considerably 
more expensive than from conventional sources. As a result, many CEECs 
are unable to cover these costs from their own resources, which undoubted-
ly limits the potential for renewable energy development. The potential and 
availability of individual renewable energy sources are also of great im-
portance. For this reason, analyses have been carried out to identify similar-
ities between CEECs in terms of the structure and volume of RES energy 
production. They consider the number of inhabitants of individual countries 
(demographic potential), its gross domestic product (economic potential), 
and area (geographic potential). They include the eight major renewable 
energy sources: hydro, geothermal, wind, and solar as well as primary solid 
biofuels, biogases, renewable municipal waste, and liquid biofuels. For 
each case analysed, groups of Central and Eastern Europe countries with 
the highest similarly were identified. So far, no analyses focusing on 
CEECs with these factors have been conducted in the literature, which is 
undoubtedly a new approach to the issue. The results of such analyses 
should support the implementation of the adopted strategies. It is known 
that one of the main factors affecting the pace of changes is the amount of 
public spending on energy transition (Nicolini & Tavoni, 2017); therefore, 
the pro-environment policy implemented and required to be continued by 
the EU must be adapted to the uniqueness of CEECs. In addition, the 
awareness of mutual similarities among CEE countries should promote 
cooperation and acceleration of actions towards energy transition. 



Proceedings of the 11th International Conference on Applied Economics  

Contemporary Issues in Economy: Quantitative Methods 
 

136 

The paper is organized as follows: an overview of the related literature 
is provided in the second section. The methodology and data are described 
in the third section. In the next two sections results and discussion are 
shown. The conclusion is presented in the final section. 

 
 

Research methodology  
 
The research method applied in this paper is cluster analysis. It is a method 
of multidimensional statistics used to separate homogeneous subsets of 
population objects, which are Central and Eastern Europe countries, based 
on variables describing the examined countries, i.e. the value of energy 
produced from renewable sources (hydro, geothermal, wind, solar, primary 
solid biofuels, biogases, renewable municipal waste, liquid biofuels). The 
main idea behind cluster analysis is to group objects (countries) in such 
a way that objects in the same group are similar to each other and diverse 
from objects from other groups as much as possible. To do so, 
the Euclidean distance was used as a measure of distance, which is given 
by:  

�(x, y) = �	(
� − �)�,�
���  

 
where 
 = �
�, … , 
��   and  = ��, … , �� , and in this case � = 8, which 
is the number of variables that characterise a country. The greater the dis-
tance between two countries, the more diverse they are. As a result, a clus-
ter includes countries close to each other and far away from others that 
form separate clusters. Before the determination of distance matrices, the 
variables were standardised using the formula: 
 �� = 
� − 
̅�� , 
 
where 
̅ and �� refer to the mean and standard deviation of the sample. 

The analysis was performed for four variants. The first variant involved 
the absolute values of these energies, the second variant compared them to 
the number of inhabitants, the third variant to the value of GDP of individ-
ual countries, and the fourth variant to the area of a country.  
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The agglomerative hierarchical clustering algorithm was applied in the 
first step of cluster analysis. The agglomeration method was Ward's meth-
od, which is used to minimise the sum of the squares of within-cluster vari-
ance. This resulted in a graphical illustration of the agglomeration pattern 
in the form of a diagram referred to as a dendrogram and the preparation of 
the number of clusters to which the countries are to be assigned.  The num-
ber of clusters was required for the second step of the analysis, K-means 
non-hierarchical clustering, which assumes that the number of clusters is 
known a priori. Finally, the optimum number of clusters for each of the 
four variants was determined with the use of the Silhouette index: 
 

�(�) = 1�  !(") − #(")max {#("), !(")} ,                S(u) ∈ +−1,1,,-
���

 

 
where � is the number of classes, � is the object (country) number,  #(") is 
the mean distance of the country with index " from other countries belong-
ing to class number .,   . = 1, … , �. !(") is the mean distance of the country 
with index " from other countries belonging to class number �,   � =1, … , �. The criterion based on the Silhouette index indicates the selection 
of the number of classes �, for which index �(�) takes the maximum value.  

Data on the structure of RES energy production for CEECs were taken 
from the Eurostat database for 2019. Eight variables describing the volume 
of energy production from selected renewable sources were converted per 
capita, per one square kilometer of the area of a country and were com-
pared with a country's GDP.  
 

 
Results  
 

Using the algorithms discussed in the previous section, an analysis was 
conducted to select subgroups among the 10 selected CEECs based on 8 
variables characterising the volume of energy production from various 
RES. The analysis was made for four variants: in terms of the structure and 
volume of energy production from RES in total (absolute values), per capi-
ta, in relation to the area of a country (relative values) and as well as in 
relation to a country's GDP. The number of clusters for each variant was 
determined with the use of hierarchical clustering and Ward's method (Fig-
ure 3) and with the use of the Silhouette index (Figure 1). The determined 
values were taken a priori in the K-means method. Diversity indices within 
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and outside the clusters were calculated and the most significant clustering 
variables in terms of their discriminatory power were identified. 

Grouping the CEECs according to the similarity of the structure of total 
energy production from RES resulted in two clusters. The countries that 
stand out from the rest include Poland, Czechia, and Hungary. The analysis 
of variance revealed that the renewable municipal waste variable was the 
main criterion for cluster membership. A significant difference between the 
examined countries in terms of RES energy production was not identified 
for the remaining variables. 

The second variant involved the division of the CEECs after converting 
the volume of RES energy production per capita. In this variant, 5 clusters 
were formed (Figure 3), three of which were homogeneous and included 
Estonia, Hungary, and Slovenia. This division is considerably different 
from the division in the first variant. The following variables displayed the 
highest effect on the division in the second variant: liquid biofuels, primary 
solid biofuels, wind, renewable municipal waste and hydro. 

Three clusters were formed in the third variant, which involved the con-
version of energy produced from RES in relation to the area of a country. 
The countries that stand out most from the remaining countries classified 
under Cluster 1 are Estonia, Poland, and Slovakia. It was found that, as in 
the case of the previous variant, the liquid biofuels variable had the greatest 
impact on the division of the CEECs into subgroups. Other significant vari-
ables included hydro and solar. 

In the four and last variant, which considers the volume of energy pro-
duction from various RES in relation to a country's GDP, six clusters were 
identified, four of which were homogeneous and included Bulgaria, Hunga-
ry, Estonia, and Slovenia. The remaining countries form two three-member 
clusters as shown in Figure 3. Once again, the liquid biofuels variable, had 
the greatest impact on cluster membership. Other significant variables in-
cluded wind and primary solid biofuels. 

 

 
Conclusions 

 
The fact is that energy production is moving toward renewables. Fossil 
fuels are gradually taking a step back giving way to more environmentally 
friendly resources. The European Union has chosen to be an active player 
in this transition, and although there are difficulties along the way, all 
member states are moving in the same direction, which is the creation of 
a new and efficient energy system. A common feature of the CEECs ana-
lysed in the article is that winter heating still involves heavy use of fossil 
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fuels such as coal or gas, although it is known that less pollution leads to 
a healthier atmosphere. The benefits are positive for both restoring the local 
ecosystem and improving human health. In this context, RES offers great 
opportunities, but requires proper use and support from the government. 
This is because CEE countries diverge the most from the best developed 
EU countries (Brodny & Tutak, 2020). It is therefore a sphere that should 
mark an area of particular interest within the framework of energy policy, 
although the implementation of these goals will require very high invest-
ment outlays. However, increasing use of renewable energy will help econ-
omies in transition achieve both economic growth and clean environment 
goals (Adedoyin, Abubakar,  Bekun & Sarkodie, 2020).  

The circumstances of increasing the share of RES in the energy system 
are very complex and the evaluation of the energy sector is capital intensive 
and includes expensive installations. Their rapid replacement does not pay 
off until there is a return on invested capital. This may also explain why of 
some of the economies studied are so reluctant to the proposed changes. 
The factor limiting the results of the article was the lack of comparable data 
for countries from the region, such as Ukraine and Bulgaria. Including 
these two additional countries could enrich the analyses. 

The research and results presented in this article are intended to support 
this process and expand the knowledge of the structure of renewable energy 
production in CEECs. The presented approach to the analysis of energy 
production, taking into account the demographic, geographic and economic 
potential of individual countries, enabled the acquisition of new knowledge 
in this field and supported the assessment of the current state of RES. It 
also showed the diversity of these countries. In addition, common social 
policy is very important in this regard. Countries with similar problems 
need to take action of a similar nature in relation to internal energy produc-
tion, technological development or community policy. Investments should 
be made to promote the purchase and use of RES installations, such as 
a system of subsidies or regulatory mechanisms.  In addition, commonality 
across countries in the region may increase the available potential for RES 
development in these countries combined. It seems that cooperation in the 
form of joint projects or joint support systems should be intensified.  

The conducted research and formulated conclusions provide contribu-
tion to further research in this field. The use of taxonomic methods to ana-
lyze the structure and volume of energy production from RES in individual 
countries could be used in the other relations, for example to the import and 
export energy. 

Based on the research conducted and the results obtained, it can be con-
cluded that some CEECs are not making the most of their demographic 
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potential, the size of their area or their economic potential. Unless they take 
urgent action, their performance will remain low and their 2030 goals will 
remain unattainable. 
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Annex 

 
 
Figure 1. Optimal number of clusters based on the Silhouette index. 

Source: own calculations in R program. 
 
 
Figure 2. Share of energy from renewable sources in the CEECs in 2019. 
 

 
Source: own calculations based on data from Eurostat (online data code: NRG_IND_REN_ 
custom_ 716443). 
 



Figure 3. Results of the hierarchical grouping of similarities between the CEECs 
in energy production from RES in 2019 using the Ward’s method 

 
Source: own calculations in R program. 
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Abstract 

 

Research background: The study investigates the relationship between unem-
ployment and new business formation explained by the unemployment push hy-
pothesis. In addition, the distinction between necessity and opportunity entrepre-
neurship is considered.  
Purpose of the article: The main goal of the paper is to explore the driving role of 
unemployment in new firm formation in Poland for the period 2003–2018. 
Methods: The relationship between unemployment rate changes and gross busi-
ness entry rate was estimated using Driscoll-Kraay panel fixed effect estimators. 
The analyses were performed at the regional level (NUTS-2). Moreover, the re-
search approach distinguished between main industry sectors: manufacturing, con-
struction, operational services, and knowledge-based business-oriented services. 
Findings & Value added: The research contributes to the better understanding of 
business entry dynamics by providing further insights into the relationship between 
unemployment rate and new firm formation, in particular with respect to Central 
and Eastern European countries. 
 
 
Introduction  

 
According to the endogenous growth theory, the foundations for economic 
development are created by innovation and investments in physical and 
human capital. Thus, entrepreneurship has been recognised as an important 
development factor, because it intensifies and improves the use of endoge-
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nous resources. Special attention is paid to newly formed enterprises, as 
they have the ability to challenge existing market structures and to promote 
innovation, employment and economic growth (Wang, 2006). Hence, dif-
ferences in start-up activities could explain the uneven socio-economic 
development across countries or regions (Stam, 2007).  

There is no universal pattern of effects that entrepreneurship has on 
economic development. The results are determined by specific local and 
regional features. The impact of entrepreneurship also depends on the type 
of entrepreneurship. It is not only about the sectoral structure of new firms 
(modern, innovative sectors versus traditional, non-innovative ones), their 
size (large companies versus small-scale ones) but also about the motives 
behind starting a business. Considering the latter, a distinction between 
opportunity and necessity entrepreneurship is emphasised. The former type 
of entrepreneurship refers to entrepreneurs starting businesses in response 
to market opportunities, whereas the latter involves entrepreneurs forced 
into starting a new business by unemployment or, more generally, by the 
lack of work opportunities. Moreover, opportunity entrepreneurship is as-
sociated with greater impact on technological progress and innovation and 
the creation of more growth-oriented businesses (Fairle & Fossen, 2018). 

Thus, unemployment is placed among a wide range of entrepreneurship 
determinants. The relationship between unemployment and business entry 
rate is complex. This is because unemployment rate has a two-fold contra-
dictory effect on establishing new businesses (Fritch et al., 2015): 
− it can foster new firm formation, which is referred to as the unemploy-

ment push effect, or 
− it could hamper start-up activities due to limited market opportunities 

during a recession or due to the lower entrepreneurial skills of the un-
employed. 
The links between unemployment and new business formation are con-

ditioned by sectoral specificity. In particular, small-scale non-innovative 
sectors (due to lower entry barriers) are commonly assumed as more vul-
nerable to unemployment rate changes (Roman et al., 2013). Konon et al. 
(2018), however, found a positive correlation between unemployment and 
entries of large-scale businesses between 1995 and 2013 in German re-
gions. This was explained by the decreasing operating costs of businesses 
(due to lower labour costs, greater supply of labour and lower interest 
rates), which were conducive to establishing large-scale enterprises in par-
ticular. 

Furthermore, the relationship between unemployment and new firm dy-
namics may differ among countries, depending on their legal and institu-
tional framework. In particular, the relationship may develop differently in 
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developing or post-communist countries (van der Zwan et al., 2016). Re-
markably, studies on the links between the labour market and entrepreneur-
ship for these countries are limited (Naudé, 2008). 

In order to fill in this research gap, the main goal of the paper is to ex-
plore the driving role of unemployment in new firm formation in the Polish 
economy. The research hypothesis assumes that increases in unemployment 
rate have a positive effect on subsequent new firm formation. It is argued 
that the unemployment push effect is conditioned by industry specificity 
and is expected to be stronger in operational services. 

 
 

Research methodology  
 
In order to capture the heterogeneous phenomenon of entrepreneurship, 
based on the Polish Activity Classification PKD 2007 (NACE Rev. 2-
compatible), the main business sectors were identified: manufacturing (sec-
tion C), construction (F) and service activities (G-T). Within the broad ser-
vice sector, activities were grouped using the knowledge-intensity criterion 
(Glückler & Hammer, 2011) into: operational services (G-I) and 
knowledge-based business-oriented services (J-N). 

Following Wang (2006), Caree et al. (2008), Fritsch et al. (2015) and 
Konon et al. (2018), the panel fixed effect model was applied to explore the 
relationship between unemployment and new firm registrations. The fol-
lowing regression equation was estimated:  

 

���,� = �� + ��
�,��� + �������,��� + ��,��� + ��,� + � (1) 

 
where:  
Yi – business gross entry rate (the number of newly registered businesses 
per 1,000 workers) in business sector i; 
Xj – registered unemployment rate in region j; 
GDPgr,j – GDP growth rate in region j; 
Zj – set of control variables in region j; 
i – type of business activity; j – region (NUTS-2); t – year; α�, α�, β� – re-
gression coefficients, μ�,� – fixed effects, ε�,� – error term of the specifica-
tion. 

 
As the analyses were performed at the regional NUTS-2 level, control 

variables reflecting region-specific determinants of entrepreneurship were 
simultaneously considered (Konon et al., 2018; Caree et al., 2008): 
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− human capital availability approximated by the share of population with 
tertiary education (Z1) 

− research output and knowledge spillovers presented by the number of 
patents per 1,000 workers (Z2) 

− infrastructural development and access to funding approximated by 
urbanisation rate (Z3) 

− sectoral specialisation of the regional economy approached by the share 
of services in the employment structure (Z4) 

− the entrepreneurial climate and tradition approximated by the total num-
ber of registered businesses per worker (Z5) 

− opportunity costs of self-employment reflected by average monthly 
gross wages in relation to the national average (Z6). 
As the Breitung panel unit root test reveals, the levels of explanatory 

variables (except GDP growth rate) are not stationary; they were included 
in the regression equation in first differences (a dependent variable was 
included in the logarithmic form). In order to reduce possible endogeneity 
problems, the explanatory variables were included into the regression equa-
tion with a time lag of one period (Fritsch et al., 2015). 

The parameters of the regression equation were estimated using Dris-
coll-Kraay fixed effects estimators, as they are robust with regard to very 
general forms of cross-sectional, spatial and temporal dependence 
(Hoechle, 2007). Due to the data availability of covariates, the analyses 
cover the 2013–2018 period. Data are taken from the Local Data Bank of 
the Polish Central Statistical Office. 

The present study is limited to the short-term one-way effects of unem-
ployment on start-up activity. Despite distinguishing between main industry 
sectors, the level of data aggregation is still relatively high. The applied 
research methods, however, can reflect the effect of unemployment on en-
trepreneurship and, thus, allow for the verification of the research hypothe-
ses. 
 

 
Results  

 
New business dynamics are strongly related to the type of industry. For all 
industries, about 333,828 new businesses were established in Poland per year 
during the 2003–2020 period. Most of them (113,613; 34%) were registered in 
operational services, followed by business-oriented services (84,804; 25%). 
The third place was occupied by construction (51,341; 15%). The lowest num-
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ber of new businesses was registered in manufacturing (25,934; 8%). These 
numbers correspond to the sectoral distribution of business entry rate (Table 1). 

The process of new firm formation also varied across regions. Regional 
disparities measured by the coefficient of variation (Vx) were pronounced in the 
case of knowledge-based business-oriented services (0.394) and construction 
(0.407). In relative terms, the lowest regional diversity was observed for opera-
tional services (0.194) (Table 1). 

Regional inequalities were also observed in terms of the main determinants 
of entrepreneurship. The greatest polarisation occurred for knowledge-
related factors, such as the number of patents (0.596) and the share of popu-
lation with tertiary education (0.280). Finally, regions followed different 
development trajectories, as manifested by the disparities in regional GDP 
growth rates (Vx=0.571). 

Unemployment rate also varied considerably across regions (Vx=0.386) and 
over time. Between 2003 and 2020, three sub-periods were identified (Figure 
1): 
− a downward trend with unemployment rate failing from 18% in 2003 to 

9.5% in 2008, followed by  
− a rise in unemployment rates to 13.4% in 2013; 
− in the subsequent period (2014–2019), the unemployment rate gradually 

decreased to 5.2% in 2019. 
With regard to business entry rate fluctuations, operational services stand 

out. When unemployment was decreasing, the number of new business regis-
trations was quite stable (2003–2008) or even fell slightly (2014–2019). Dur-
ing the stagnation phase (2008–2013), a rising tendency in newly established 
operational service businesses is visible. While new firm dynamics in opera-
tional services seems to be counter-cyclical, new business registrations in con-
struction seem to move pro-cyclically. The business entry rate in construction 
rose when unemployment rates were declining. New business registrations in 
manufacturing, as well as in business-oriented services, do not follow a cycli-
cal trend. While business-oriented services were characterised by gradually 
increasing numbers of new firms registered throughout the entire 2003–2018 
period, the values of business entry rate in manufacturing were quite stable. 

The results of the correlation analysis confirm that a rise in unemployment 
rate was accompanied by an increased number of newly formed businesses in 
operational services (r=0.167; p=0.006). The businesses entry rate changes 
were, however, unrelated to the unemployment fluctuations in other business 
sectors: construction (r=0.230; p=0.71), manufacturing (r=0.050; p=0.411), 
and business-oriented services (r=0.092; p=0.132). 

The estimations results (Table 2) support these observations. At the aggre-
gate level, a rising unemployment rate, ceteris paribus, led to a subsequent 
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increase in the total number of newly formed businesses (est. 1). This results 
suggest the presence of the unemployment push effect in the Polish economy, 
which is in line with the assumed research hypothesis. 

In-depth analyses reveal, however, that the unemployment push effect was 
noticed solely in operational services (est. 2). Moreover, new business dynam-
ics in operational services were more vulnerable to unemployment rate fluctua-
tions than overall industry registrations, which confirms the second hypothesis. 
This result is in line with Fritsch et al. (2015), reporting a positive effect of 
unemployment rate on the gross entry rates in small-scale traditional service 
businesses. The occurrence of the unemployment push effect in operational 
services is linked to the lower capital and knowledge requirements in this sec-
tor. 

It is worth noting that an increase in unemployment had no significant ef-
fect on the gross entry rate in other business sectors: business-oriented services 
(est. 3), manufacturing (est. 4) and construction (est. 5). This is partially in line 
with the previous findings. In Germany, as reported by Konon et al. (2018), 
entry rates in financial services have no statistically significant relationship 
with unemployment fluctuations. They found, however, a positive correlation 
between unemployment and entries of both innovative and non-innovative 
large-size (manufacturing) businesses. In the US, Plehn-Dujowich (2012) 
demonstrates a positive Granger causal effect of unemployment on entrepre-
neurship in professional and business services, in financial services and in con-
struction.  

The ambiguous results regarding the sectoral diversity of the unemploy-
ment push effect across countries are linked to the explanatory power of cross-
country differences (in terms of institutional framework, the state of the econ-
omy etc.) (Roman et al., 2013). For example, in liberal economies, a high busi-
ness entry rate is primarily observed in the innovation sector. Considering the 
level of development, residents of peripheral regions are more likely to estab-
lish new businesses and, thus, improve the condition of the labour market. 
Such entrepreneurship, however, provides only a temporary solution to the 
unemployment issue (e.g. due to less favourable survival rate). 

 
 

Conclusions 
 
There is distinct sectoral variation in how unemployment rates are correlat-
ed with new firm registrations in Poland. The empirical results partially 
support the unemployment push hypothesis across Polish industries. Alt-
hough overall business entry rate was affected by unemployment changes, 
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in-depth investigation reveals that this effect occurred in operational ser-
vices. 

New business formation in operational services is positively correlated with 
unemployment changes. Thus, this sector is exposed to the significant presence 
of necessity entrepreneurs. Conversely, the counter-cyclical character of opera-
tional services suggests that they may serve as a buffer against business fluctu-
ations. Such a function seems to be short-termed, as necessity entrepreneurs are 
considered as temporary, less growth-oriented businesses (“try and see” behav-
iour, preference of wage employment). 

Although the study distinguishes between main industry sectors, it has 
some limitations. The level of data aggregation is still relatively high. The 
results highlight the need for a narrower sectoral approach and more de-
tailed analyses of individual industry sections. Moreover, the research 
methods should recognise and solve more adequately the endogeneity prob-
lem, which results from the two-way relationship between unemployment 
and entrepreneurship. 
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Annex 

 
 
Table 1. Descriptive statistics for new business registrations and explanatory 
variables 
 

Variable Mean 
Std. 

dev. 
Min Max Vx 

Business entry rate (average 2003–2020) 
 

All industries 12.6 3.0 6.4 21.5 0.240 
Operational services 4.4 0.9 2.6 6.6 0.194 
Business oriented services 2.9 1.2 1.3 8.8 0.394 
Manufacturing  1.0 0.3 0.4 2.0 0.294 
Construction 2.1 0.9 0.5 4.9 0.407 

Explanatory variables (average 2003–2018) 

Unemployment rates 13.48 5.20 3.20 30.30 0.386 
GDP growth rates 3.64 2.08 -1.50 10.00 0.571 
Population with tertiary education 17.08 4.79 9.00 33.70 0.280 
Patents per labour force 0.22 0.13 0.02 0.74 0.596 
Urbanization rate 59.02 9.81 40.36 78.90 0.166 
Share of service sector 0.49 0.07 0.37 0.66 0.149 
Registered enterprises per labour force 146.55 28.33 98.83 242.66 0.193 
Wage level (% national average) 0.93 0.10 0.83 1.30 0.109 

 
Source: own elaboration based on CSO data. 
 
 
Table 2. Fixed effect Driscoll-Kraay estimates of equation (1) (N=208) 
 

Estim. 1 2 3 4 5 

Yi All  

industries 

Operational 

services 

Business  

services 
Manufacturing Construction 

Const. 2.55*** 
(0.048) 

1.49*** 
(0.033) 

1.081*** 
(0.054) 

0.068 
(0.040) 

0.686*** 
(0.099) 

Unempl. 

rate  
0.023** 

(0.008) 
0.036*** 

(0.008) 
0.012 

(0.021) 
0.015 

(0.009) 
-0.011 

(0.015) 
GDP 

growth  

-0.001 
(0.007) 

0.007** 
(0.003) 

-0.013 
(0.011) 

-0.005 
(0.005) 

0.008 
(0.012) 

Education 

 

0.004 
(0.007) 

0.019** 
(0.007) 

-0.004 
(0.014) 

0.001 
(0.009) 

-0.018 
(0.134) 

Patents 

 

-0.134 
(0.154) 

-0.157 
(0.113) 

-0.118 
(0.264) 

-0.363* 
(0.170) 

-0.100 
(0.302) 

Urbaniz. 

rate  

0.048 
(0.038) 

-0.038* 
(0.019) 

0.065 
(0.061) 

0.015 
(0.048) 

0.171** 
(0.066) 

Share of 

services 

1.89* 
(0.89) 

0.099 
(1.05) 

2.75 
(1.80) 

2.48** 
(0.83) 

4.89* 
(2.53) 

Registered 

buss. 

0.010 
(0.011) 

-0.006 
(0.004) 

0.021 
(0.014) 

-0.004 
(0.008) 

0.018 
(0.019) 

 

 

 



Table 2. Continued 
 

Estim. 1 2 3 4 5 

Yi All  

industries 

Operational 

services 

Business  

services 
Manufacturing Construction 

Gross 

wages 

0.217 
(0.673) 

-0.386 
(0.911) 

-0.429 
(0.89) 

-0.120 
(0.97) 

2.17 
(2.59) 

within R2 0.274 0.395 0.217 0.257 0.168 
F-model 
test (p-
value) 

0.0002 0.000 0.036 0.000 0.020 

Notes: *, **, *** indicate statistical significance: * p < 0.1; ** p < 0.05; ***p < 0.01. 
Drisc/Kraay standard errors in parentheses. For all estimations: robust test for differing 
group intercepts: p<0.001.  
 

 

Figure 1. Unemployment and new business registrations in specific industry 
sectors in Poland, 2003–2020 

 
 

Source: own elaboration based on CSO data. 
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