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Abstract

Research background:Active labour market policy and large related exgie
tures make it necessary to conduct analyses oaftbetiveness of its instruments
and to conduct evaluation studies. In case of tl@mployment, this research re-
fers to several aspects. These include in particidantification of groups of per-
sons threatened by the long-term unemploymentsassnt of influence of intro-
duced programmes on exit from unemployment and toong the disbursement
of funds earmarked for these purposes.

Purpose of the article: The goal of the article was separation of homogase
groups of poviats with respect to values of cost amployment effectiveness of
basic forms of professional activation, realisedthyy poviat labour offices in the
years 2008-2014.

Methods: The k-means method was used for clustering. Visalvere standard-
ised and the number of clusters was determined &sns of the v-fold cross-
validation.

Findings & Value added In the analysed period it can be observed thatdef-
ficients of cost (except for big decline in 201 hdaemployment effectiveness had
the increasing trend. The analysis carried outndidallow to clearly define which
areas of the country were characterized by a beserof funds for activisaation of
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the unemployed. It can be observed that in thegtewaf middle-east Poland effec-
tiveness of forms of professional activisation galtg belonged to worse groups,
however the unemployment rate in these areas waseamg high. On the other

hand, in poviats of the north-west Poland the ureympent rate belonged to the
highest and the funds for professional activisatigre well used. Assessment of
effectiveness of forms of professional activisatisrjustified because poviats re-
ceive appropriate funds and their activities uguifluence the effective counter-
action to unemployment.

Introduction

Effectiveness is a measure of efficiency of actitalen. It describes the
relation of obtained effects to incurred expendess understood as a
measure of the extent to which the set goals ameaed. On the basis of
economic policy, under the slogan of the effectesmnof the public sector
functioning, there are all activities aimed at asg® the effectiveness of
the use of state policy instruments. It is necgssarassess whether it is
appropriate to continue using the instrument anideatify more effective
solutions (Knapiska& Matecka-Ziemhiska, 2016).

In the case of the labour market it is importantrtonitor the imple-
mented programmes of support for the unemployedopsr From the so-
cial point of view it is important to employ as nyadeoking for job unem-
ployed persons as possible. On the contrary, ia oasnstitutions financ-
ing the active programmes of support the assessofedisbursement of
funds is essential. Therefore, when assessingffaetieeness of the im-
plemented programmes, two coefficients are set:l@mgent and cost
effectiveness.

After Poland's accession to the European Uniorstiope of activities
connected with the professional activisation of tlremployed persons,
directed to the persons being in difficult situation the labour market
increased. Conducted researches indicate that Hutisties contribute to
increase of probability and intensity of taking jops by the unemployed
persons (Bieszk-Stolorz, 2017).

The goal of the article is clustering of poviatghwiespect to the effec-
tiveness of the use of Labour Fund resources byapdabour offices in
years 2008-2014 on financing the basic forms ofgasional activisation
with use of the k-means method.

18



Proceedings of the 18 International Conference on Applied Economics
Contemporary Issues in Economy: Quantitative Method

Registered unemployment in Poland in years 2008-201

The registered unemployment rate in Poland in ye488-2014 was
changing. In 2008 it was equal 9.5% and it ros&3el% during subse-
guent years (2012). It continued on this levelha year 2013 and fell to
11.4% in 2014. Similar changes can be observedse of the number of
registered unemployed persons (figure 1).

Numerous researches indicate that the unemploymePland is spa-
tially very diversified (Murawska, 2016; Tatarcz& Boichuk, 2018;
Wozniak-Echorek, 2015). It may result from the fact that Badish labour
market is highly disrupted by yearly fluctuationsabher macroeconomic
indicators(Hadas-Dyduclet al, 2016).

The amount of expenditures for the implementatibprogrammes for
the promotion of employment in Poland in years 20084 was nuanced.
Figure 2 presents the amount of this expenditurdised prices from 2014.
In the years 2008-2014 the expenditures rose quidkhis increase was
justified by the economic recession that resultedimited demand for
work. In the year 2011 with respect to previousrydsese expenditures
decreased abruptly (by about 64%). It was connegttfdthe necessity of
reducing public finance spending. Indeed, Poland e subject to an
excessive deficit procedure and, in line with tloefih Council recommen-
dation (of July ¥ 2009), was required to correct the general govermm
deficit below 3% of GDP by 2012. Next, in years @2D14 the expendi-
tures begun to grow again. Their amount were nuhitearticular voi-
vodeships.

The research was conducted on the basis of statistata referring to
the cost and employment effectiveness. They aréshelol in the elabora-
tions of the Ministry of Family, Labour and SocRblicy. The cost and
employment effectiveness are calculated for basim$ of professional
activisation. The catalogue of these forms is deitged by the minister in
charge of labour. During the period 2008-2014 t@Etalogue was chang-
ing. Because of the auxiliary character or insigaiit share in incurred
nationwide expenditures, in 2008-2014 some formsugport were not
considered in the catalogue of basic forms of mgiteal activisation.

The table 1 presents the structure of the unemglpgesons participat-
ing in the basic forms of professional activisatidhe largest number of
persons participated in internships and trainifidee least number of peo-
ple were activised by retrofitting or equipping kstations. In the table 1
the fields with missing data refer to the formspodfessional activisation
which in subsequent years stopped being countedsas.
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Research methodology

The employment effectiveness (the re-employmer) rist defined as the
ratio of the number of unemployed persons who givan year after com-
pletion or interruption of participation in a givéorm of activation, within
3 months were employed for at least 30 days, tmtimeber of persons who
completed participation in a given form of actieatithis year. It is the rate
that allows to specify the chances of finding emgpient after completion
of participation in the programme.

The cost effectiveness (the cost of re-employmenthe ratio of the
amount of expenditures incurred in a given yearafgiven form of activa-
tion by the number of unemployed persons who, b after the end of
participation in a given form of activation, obtathemployment within 3
months. By means of the cost effectiveness the afoltading the unem-
ployed person to employment.

The research covered poviats in years 2008-201dreTivere two rea-
sons of selection of such period. The first onailted from change of
methodology of calculation of employment effectiges of the basic forms
of professional activisation since 2015. Thereftirevas not possible to
compare this indicator with the previous yearsdaliye Change of method-
ology consisted in different definition of comptati of participation in
activisation and accepting the different definitafremployment.

The second cause of choice of the research pergadted from the data
availability. The cost and employment effectivengsse considered as
variables in the research. Since 2015 onwards effextiveness for the
poviats has only been given in total.

The clustering was done by means ofkhmeans method. The stages of
each clustering method are as follows:

— selection of objects and variables,

— choice of normalisation formulas,

— choice of the distance measure,

— choice of the classification method,

— choice of the number of classes,

— assessment of the classification results,
— interpretation and class profiling.

In the analysed case poviats were the cases anditiables — the cost
and employment effectiveness of particular formgmifessional activisa-
tion. All variables were standardised. Due to tRistence of the outliers,
they were eliminated by using the Tukey’s fencgwragch (Adil& Irshad,
2015, p. 92). The Euclidean distance was used rasasure of distance.
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The next step was determination of the number wdtets. In the research,

thev-fold cross-validation was used with the assumptiat if we have the

certain number of clusters, further division wititroccur if it does not de-

crease the clustering error by less than 3%.

The stages of theemeans method are as follows (Reddyana, 2012,

p. 396):

— The set of objects is initially divided into k ctass.

- For each cluster the centre of gravity is calcalate

— Assignment of objects to clusters with the closmsitre of gravity is
changed.

— For each cluster the new centre of gravity is datedl.

— The above stages are repeated until further rediltot of objects stops
improving the general distances of the objects ftbenclusters’ centres
of gravity.

The quality of classification was assessed by taticm of distances be-
tween the clusters. The division was done in otdenaximise the distance
between them.

Results of clustering poviats

As a result of clustering, in the years 2008, 24,2 and 2014 three clus-
ters of poviats with respect to the cost and empbayt effectiveness were
selected. In the year 2013 four clusters were t&leand in 2010 and 2011
- 5.

In every year cluster 1 contained poviats withhibst (the highest) val-
ues of the employment effectiveness and the besti¢tvest) values of the
cost effectiveness. The cluster with the highestlmer always had poviats
with the worst values of these features.

In the years 2008-2011 poviats with the highestieglof employment
effectiveness, had them on a relatively stablel lbeéveen 57.5% 61%
(table 2). At the same time, values of this feammongst poviats with the
most disadvantageous values of the employmentieféeess were even
less diversified (between 43% and 45.44%). In thise the trend was de-
clining. The years 2012-2014 were characterised bigar upward trend of
the mean employment effectiveness in both the, fingt best cluster (from
65% to over 81%) and in the last, the worst onenff68% to 72%). Since
2013 poviats with the worst values of the employmefifectiveness had
them on the level not worse than the best poviathe years 2008-2011.
Such trend cannot be observed in case of the ¢festtieeness. On the
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average, the most advantageous values of the ffesti@ness were in the
year 2008 (in all clusters), and the most disachganus — in 2010. Over
time the effectiveness of basic forms of professiactivisation was in-
creasing — it is visible in increasing values dadrthemployment effective-
ness that at the end of the analysed period hawedsed significantly
since the beginning.

The relationship between the values of employmedt@ost effective-
ness and the registered unemployment rate wassaaalyy means of the
Spearman’s rank correlation coefficient. It is extpd that the relationship
between the employment effectiveness and the urmgmmgint rate should
be negative (the higher the effectiveness, the lamemployment), while
the relationship between the cost effectivenesstl@dinemployment rate
should be positive. The relationship between bgfies of effectiveness
and the unemployment rate for the whole country geaserally statistically
significant but the correlation strength was snftdble 3). For the first
cluster in the years 2009 and 2010 the relationsfap significant but weak
for both types of effectiveness. In the years 288 2014 it was signifi-
cant only for the employment effectiveness. In a#sedasses with the most
disadvantageous values of both types of effects®nea the year 2010 the
correlation between them and the registered ungmpat rate was the
strongest and statistically significant. In thenge2008, 2012 and 2013 the
correlations between the employment effectiveneskthe registered un-
employment rate were significant. To sum up, we state that no type of
the effectiveness was the determinant of the regidtunemployment rate
(table 3, figure 3, figure 4, figure 5). Even irseaof significant relationship
the correlation strength was so weak that we casenptibout the influence
of applied forms of professional activisation or tthange of the registered
unemployment rate.

Conclusions

In the article the clustering of poviats into horangous clusters with re-
spect to the effectiveness of basic forms of psifeml activisation in the
years 2008-2014 was done. Conducted analysis diclloov to state un-
ambiguously, which parts of Poland were charaadrigy better use of
funds for activisation of the unemployed personsvétheless it can be
seen that in the poviats of the middle-east Pothredvalues of effective-
ness of forms of professional activisation belongedvorse groups. In
these poviats the unemployment rate, in turn, vedsamong the highest in
Poland. In the north poviats of the Warmia and Mwpzhe registered un-
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employment rate was high and the cost and emplolyeféectiveness had
disadvantageous values. Similar results were oduddior several poviats of
the Swietokrzyskie voivodeship. In poviats of the north-tvemd west

Poland the registered unemployment rate was antanighest and at the
same time the funds for activation of the unempdoyere well used. In

some poviats of the Pomorskie and Wielkopolskievaoeship with the

low registered unemployment rate the effectivenesghe activisation

programmes was high. From the point of view ofgbeial policy the most
undesirable situation is, when for the high unemmpient rate the use of
funds for activation of the unemployed personsasrpin such case the
modification of activities of the labour offices ahlid be considered in
order to better adjust their activities to the $f@ty of the areas concerned
and the needs of the labour market. On the othed,hHathe effectiveness
of the measures is high and the unemployment esit&ins high, it might

be worth considering reaching more registered uteyed people with the

programmes.

Despite the difficulties of the analysis on the ipblevel, assessment of
effectiveness of the forms of professional actiisaon this level is fully
justified. It is the poviat labour offices that edee appropriate funds and
lead the activisation programmes and it is theiioas that determine to a
large extent the effective counteraction of unemmient.
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Annex

Table 1. The structure of the unemployed people beginnirtjgiaation in basic
forms of activisation in Poland in the years 2008t
Basic forms of professional activisation
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2008 25.8% 7.1% 6.8% 26.0% 8.0% 4.3% 9.8% 12.2%
2009 24.6% 5.9% 7.9% 37.5% 9.3% 4.1% 9.6% 1.1%
2010 23.1% 5.5% 9.5% 38.0% 9.8% 5.5% 8.6% —
2011 17.8% 9.4% 7.6% 36.6% 8.6% 3.5% 16.5% —
2012 18.8% 7.4% 7.1% 41.3% 9.2% 5.2% 11.0% —
2013 18.4% 7.4% 7.1% 42.1% 9.8% 5.1% 10.1% —
2014 17.8% 7.0% 7.4% 49.7% 11.3% 6.8% — —
Source: own elaboration.

Table 2. Mean employment and cost effectiveness in padiculusters in the
years 2008-2014

. Cluster

Year Effectiveness 1 > 3 7 5

2008 employment 61.09% 52.13% 45.44% — —
cost 8,557.95zt 11,075.91z 12,826.53 z - -

2009 employment 57.46% 50.08% 44.44% — —
cost 11,014.50 zt 13,385.78 zt 15,685.24 zt — —

2010 employment 59.45% 57.65% 53.60% 48.79% 43.90%
cost 11,675.02 zt 12,734.02zt 14,093.35z 15548t 18,414.47 zt

2011 employment 60.46% 60.19% 56.74% 50.08% 43.09%
cost 8,17843z 8,710.19z 9,890.02 z 11,44810413,595.93 zt

2012 employment 65.05% 60.88% 58.34% - -
cost 9,949.35z 12,052.14 zt 12,694.78 zt - -

2013 employment 67.68% 64.76% 64.96% 60.26% —
cost 9,967.50 zt 11,288.75z 11,804.52z 13,1431 -

2014 employment 81.57% 76.28% 72.01% — —
cost 10,219.30 zt 11,611.62zt 12,778.24 z - -

Source: own elaboration.



Table 3. Spearman’s rank correlation coefficients betweee fttost and
employment effectiveness and the registered ungmpaat rate in the years 2008-

2014
Year Effectiveness Total Cluster
1 2 3 4 5
2008 employment -0.1429 -0.0346 -0.1378 -0.3051 - -
cost 0.1648 0.0920  0.2066  0.1501 - -
2009 employment —0.0259 -0.2460 -0.0707 0.0734 - —
cost 0.1274 0.3364 0.0978 0.0691 - -
2010 employment —0.1336 —0.2863 0.0439 -0.0422  —0.2125 —0.3585
cost 0.1715 0.2370 0.0591 0.2575 0.1589  0.3337
2011 employment —0.1923 0.0031 -0.1033 -0.1966 —0.2338 —0.0010
cost 0.1815 -0.0120 0.2061 0.3188 -0.3155 0.0315
2012 employment —0.0738  -0.0279 0.0238-0.2506 - -
cost 0.0972 0.0762 0.1368 0.1842 - -
2013 employment —-0.2001  -0.3737 -0.0847 0.0000 -0.3660 -
cost 0.0563 0.0208  -0.0182 0.0844 0.0769 -
2014 employment -0.1585 —-0.1880 —0.2059 —0.0025 — —
cost 0.1088 -0.0332  0.2929  0.0385 - -

Source: own elaboration.

Figure 1. Registered unemployment rate and the number ddtezgd unemployed
persons in Poland in years 2008-2014
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Figure 2. Expenditures for the implementation of programmoésprofessional
activisation in Poland in years 2008-2014 (mm Plikéd prices from 2014)
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Figure 3. Homogeneous clusters of poviats with respect toettiectiveness of
basic forms of professional activisation and thgistered unemployment rate in

poviats in the years 2008-2010
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Figure 4. Continued

Homogeneous clusters of poviats Registered unemgoyrate

[[]10-16.5
[16.5-23
23 -295
295 - 36

Source: own elaboration.

Figure 5. Homogeneous clusters of poviats with respect toettiectiveness of
basic forms of professional activisation and thgistered unemployment rate in
poviats in the years 2011-2013
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Figure 6. Continued
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Figure 7. Homogeneous clusters of poviats with respect toettiectiveness of
basic forms of professional activisation and thgistered unemployment rate in
poviats in 2014
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Abstract

Research background: Overconfidence is one of the biases and falladies t
affect a cognitive process. Indeed, overconfiddmae some serious consequences
even in corporate finance. Current literature, haaveis not consistent as for the
impact of overconfidence on investment and finapalecisions — some research
show overinvestment, while others underinvestmsaine research show exces-
sive debt usage, while others debt conservatismthivi& that these discrepancies
might be explained by investment - cash flow sérijt

Purpose of the article: The aim of this paper is to test investment - chev
sensitivity under managerial overconfidence.

Methods: We test the investment cash flow sensitivity ampagel data of Polish
firms during 2010-2016. We collected the unique plmof 145 non-listed
companies by surveying the CEOs on their overcamfte. We then divided
the sample into two subsamples depending on thecowméidence. Subse-
guently, we compare cash flow and investment ingihigsamples. To compare
the subsamples we apply the nonparametric U Maniti&i test.

Findings & Value added The results support a number of recent findiregsort-
ed in the literature. First, we find a positive dnidher relation between the in-
vestment - cash flow sensitivity for companies ngguaby overconfident manag-
ers that is in line with recent research. Howewar contribute to the existing liter-
ature in the following ways. We base our researtlam original way of identify-
ing and measuring overconfidence. Moreover, thihésfirst research referring to
the relation between investment and cash flow wlisR companies managed by
overconfident managers.
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Introduction

Overconfidence is one of the biases and falla¢iat affect cognitive pro-
cesses. Overconfidence can have some serious cemeeg and research-
ers have offered overconfidence as an explanatioadtions in all profes-
sions. Overconfidence has been studied since ties 60 the XX century.
Eventually, overconfidence was identified as a dempphenomenon
(Moore & Healy, 2008).

Overconfidence also affects financial decisions é&ndncial perfor-
mance. Research on the relation between overcowigdand corporate
finance reveals a strong relationship but the tivas of this impact are not
the same. Some research show overinvestment, athiges indicate under-
investment; some research show excessive use vhddlothers uncovers
debt conservatism. The lack of consistency in mesefindings on the in-
vestment and financing decisions of overconfideahagers gives a good
rationale for further research. We think that theestment decisions of
overconfident managers depend on access to fusgedelly internal).
Herein, access to the internal cash flow mighthse explanation of in-
vestment decision and might explain under- andiovestment. Further-
more, the relation between investment and finandexgsions might shed a
light on the pattern of financial decisions of aanfident managers. We
hold that investment — cash flow relations mighplain discrepancies in
the association between investment and financicgsides - and overcon-
fidence.

According to Modigliani and Miller (1958), in a gect market, a firm's
capital investment should be irrelevant to itsrinédly generated cash flow
in a perfect market. But in the 70-ies of the XXy studies have shown
that real markets are imperfect, and thus the a@apivestment of a firm
might be associated with internal cash flow. Therguite abundant litera-
ture on the close relation between internal cas tind investment. For
example, the best known research of Fazaal. (1988) and Kaplan and
Zingales (1997) estimate investment—cash flow $eitids of 0.20-0.70
for manufacturing firms from 1970-1984, statistigaignificant.

The aim of this paper is to test the investmenashcflow sensitivity
under managerial overconfidence. We adopted invagticash flow sensi-
tivity to detect the relation between internal fanand investment deci-
sions. We think that companies managed by overdenfimanagers show
higher relation between cash flows and investment.

In this paper, we test the investment cash flowsisigity within the
panel data of Polish firms during 2010-2016. Usamgoriginal method of
identifying of overconfidence we show the impact @EOs’ overconfi-
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dence in the relationship between investment atetrial cash flowWe
collect the unique sample of 145 non-listed comeaty surveying the
CEOs on their overconfidence. We divide the sampie two subsam-
ples depending on the overconfidence. We collegtfthancial data of
surveyed companies covering the 2010-2016 periadthe total num-
ber of observations is 1015. We compare cash floa iavestment in
the subsamples. To compare the subsamples we uggarametric
U Mann Whitney test (for independent subsamplesg &ko imple-
mented regression analysis.

We contribute to the existing literature in theldaling ways. We base
our research on original way of identifying and swéng overconfidence.
And this is the first research referring to theatiein between investment
and cash flow in Polish companies managed by onéident managers.

Research methodology

We are aware that there are a lot of measuresestomfidence. By far the
most influential proxies for managerial overconfide have been con-
structed by Malmendier and Tate (200&jjose proxies and dataset have
been used in many other studies into overconfidembese have been
based on options (Longholder, Holder 67), shareslfanyer), and based on
press. To identify and measure the overconfideweefollowed the meth-
odology of Wraiska-Bukalska (2016) who assumed (after Moore arat He
ley, 2008) that overconfidence is a complex phemmmeconsisting of
overestimation, overplacement and overoptimism. &es the survey to
identify the overconfidence and developed an ocalgmethod of overcon-
fidence measuring. This methodology allows idemifymanagerial over-
confidence and separating overconfident (OC) massadeom non-
overconfident (nonOC).

The sample comes from non-listed Polish compariiks.data refer to
the companies that were willing to take part in tharvey on
overconfidence. Research also covers the spe@htufes of managers
(overconfidence) and the financial data of 2010&2@hd include only
those companies that meet the following requiremesstablished before
2010, in business for the whole 2010-2016 periasteithe same president
for the whole period of 2010-2016, have completmaricial statement
available, not operating as insurance and bankimgpanies. We collected
145 surveys and were able to divide the sample5Iilikervations) into
two subsamples: non overconfident managers (hnon@g& eompanies and
546 observations) and overconfident managers (087 companies and
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469 observations).

The descriptive statistics of the sample and supkesrare presented in
Table 1. Investment is calculated as increasexadfassets (I), while cash
flow is based on operating cash flow (CF). TA représ the value of total
assets, while SR represents the value of saleauieve

The data in the Table 1 show that companies managederconfident
managers have higher level of total assets, andittvest more and have
higher operating cash flow but lower net profit. tAe same time the sales
revenue and employment do not differ. This meaas ¢hsh flow, invest-
ment and total assets might be the result of marsgeverconfidence.
What is more, higher investment and cash flow dated in relation to
higher total assets for companies managed by onfBidemt managers
might indicate that these companies have investrardtcash flow ratio
that is similar to companies managed by the nomeowvdident (having
lower investment, cash flow and total assets). Bgeacalculating cash
flow and investment in relation to total assetshhdjstort our analysis, we
decide to calculate all ratios in relation to samsenue.

Results

Table 2 presents the descriptive statistics ofdgtment and cash flow rati-
0S.

Herein, it is evident that companies managed bycorgident manag-
ers have higher cash flow and investment ratios.

Table 3 presents the results of the univariateessyon analysis that
models the relation between variables.

For the full sample, overconfidence has statidficsignificant impact
on the investment ratio; but in subsamples, thatioel between cash flow
and investment is strong and statistically sigaific For both subsamples
the relation is positive which means that investirisnsensitive to cash
flow. However, for the companies managed by oveident managers the
beta is higher. This reveals that investment - ¢si sensitivity is higher
for companies managed by overconfident managers.

Conclusions

This study explores investment and financing densiby way of the be-
havioral approach. We investigate the impact of ainne behavioral bias-
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es — overconfidence — on the firms’ investmentqylAdopting a modified
investment — cash flow sensitivity model, we shavdence of the effect of
overconfidence bias on investment - cash flow seitgi

Our work indicates positive and significant infleenof overconfidence
bias towards investment in the full sample. On gifgigg firms into two
subsamples we find that managerial overconfidencesases investment -
cash flow sensitivity.
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Annex

Table 1. Descriptive statistics of investment, cash flowtat assets and sales
revenue level (in thousands PLN)

U
Full sample Subsample of nonOC Subsample of OC Me_tnn
Whitne
y
mea  media SD mea  media SD mea  media SD
n n n n n n
CE 89 49 417 40 35 410 108 64 425 1,679
(0.098)
| 29,996 49 657,374 13,197 49 316,918 49,496 50 804,2 -1,933
0 (0.085)
T 8,147 3,237 15,733 6,347 3602 12,676 9,459 3053 5497  -1,663
A (0.093)
SR 483,66 8,384 3,321,29 753,36 8,464 4,44891 167,53 7,882 774,10 -1,264
1 0 0 3 4 9 (0.206)
Source: author’s own calculations.
Table 2. Descriptive statistics for the sample and subsaspl
U Mann
Full sample Subsample of nonOC Subsample of OC Whitney
mean  median SD mean  median SD mean median SD
CF 2441 0.0 45105 2.8 0.0 127.1 526.8 0.0 6,639.5 -2,632
ratio (0.008)
I 17.7 1.0 536.8  164.2 1.0 3,411.6  4,008.2 1.14 2880 -1,668
ratio (0.099)
Source: author’s own calculations.
Table 3. Results of the regression analysis
| ratio | ratio | ratio
Dependent variable (subsample of
(full sample) nonoC) (subsample of OC)
ocC 0.037 (0.041) X X
CF ratio 0.000 (0.584) 0.320 (0.000) 0.329 (0.000)
R square 0.005 1.000 0.158
F statistics 2,175 (0.114) 989,797,180 (0.000) 55 (9.000)

Source: author’s own calculations.
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Abstract

Research background:The registered unemployment rate and the unemployme
duration are the most important indicators thatdbe the situation on the labour
market. The high unemployment rate and long dumatice devastating for the
human capital on the labour market. Therefores itriportant to check if there is
connection between these two indicators.

Purpose of the article: The goal of the article is the designation of tiefaship
between the unemployment rate and the unemployctheation and the similarity
of course of these indicators in the Visegrad Groaymtries.

Methods: The mutual course of the unemployment rate anduti@mployment
duration will be analysed by means of the busiogste clock methodology, while
the similarity of the course of these two indicasowill be analysed by using the
Pearson product-moment correlation coefficients twedDynamic Time Warping
(DTW) technique.

Findings & Value added: In Czechia, Poland and Slovakia the mutual coofse
the unemployment rate and the unemployment duratene to some extent simi-
lar — both the unemployment rate and the unemployrderation decreased until
the outbreak of crisis in 2009, in subsequent ydarsinemployment rate started to
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increase, while the growth of the unemployment tlomawas delayed by 2-3

years. After the year 2013 both indicators were@Bsing. In Hungary, the course
was quite different — the unemployment rate waseiasing or steady until the year
2012 and next it started to decrease. The courtieeainemployment duration did
not follow the pattern of the remaining three cost The added value is the
application of the business clock cycle and theddyic Time Warping in analysis

of relationships between the unemployment rateth@dinemployment duration.

Introduction

In the analyses of the labour market there are mamsures and indicators
allowing for the assessment of the employment, wageg employment
level, work conditions, labour costs or demandvark. The frequently
used indicators are: activity rate, employment eatéd unemployment rate.
The unemployment rate is the basic indicator inahalysis of the unem-
ployment. Apart from it, the mean unemployment taraeis also analysed.
However, due to the fact that the distributiontef tinemployment duration
is asymmetric, the median seems to be better mea$wentral tendency.
During most economic cycles the strong correlati@ween the unem-
ployment rate and the unemployment duration caoldserved (Abraham
& Shimmer, 2001, p. 1). When the economic situatimteriorates, the
unemployment rate increases. It should imply thereiase of the unem-
ployment duration. On the contrary, the decreagbetinemployment rate
should cause the decrease of the unemploymeniaturat

Reaction of the labour markets to changes of tlima@uic conditions
depend on many factors, of which the level of thenemic development
and the structure of economy seem to be the mgsbriant. Hence the
differences in unemployment and employment ratésden countries and
their response to the crisis resulthpcholata & Furkova, 2018 ounter-
acting the effects of unemployment depends togelaxtent on the effec-
tiveness of the labour market policy pursued invergcountry. Its charac-
ter and influence on the economic situation inipaldr countries is nu-
anced (Rollnik-Sadowska & gbrowska, 2018). The labour market policy
is implemented by the labour market institutionkeif tasks include, inter
alia, assistance to people in a special situatiothe labour market and at
risk of long-term unemployment. Some of these @@, such as high
unemployment benefits, may extend the unemployrderdgtion (Bieszk-
Stolorz & Markowicz 2015 Meyer, 1990; Mortensen,7TR Markets in
various countries do not always react on changahereconomy as pre-
sented in theoretical studies. In order to avoeséhsources of diversity, the
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subject of the analysis are the so-called the Vak@roup countries: Po-
land, Czechia, Slovakia and Hungary. These cowntan be treated as
acting on the similar level of economic developmantl having similar
employment structure (Zi@éski, 2015). The Visegrad Group countries are
currently considered as the example of successtnktormation from the
centrally planned economy into the market one aeg are often indicated
as the benchmark cases of the process of modeonighat increased their
competitiveness in the globalised economy (HadadubDiet al, 2016).

The goal of the article is the designation of ielathip between the un-
employment rate and the unemployment duration &med similarity of
course of these indicators in the Visegrad Growmt@es. The Eurostat
data for years 2001-2017 was used in the research.

Unemployment rate and the unemployment duration inthe Visegrad
Group countries

Analysing the unemployment rate in years 2001-20&@&n be seen that for
Poland, Czechia and Slovakia the period after teession to the EU
(since 2004) until the moment of the global finahcirisis was the time of
constant improvement of the situation on the laboarkets that was char-
acterised by the decrease of the unemployment(figtee 1). In case of
Hungary it noticeable that the unemployment rats wWee lowest before
2004 and increased afterwards. It may be the resthie fact that the Hun-
garian labour market did not gain much after theeasion to the EU. Slo-
vakia had the worst situation after 2004 — it hael highest values of the
unemployment rate. Accordingly to the results of Btatistical data the
longest unemployment duration and the highest ufemyent indicators
were in Slovakia. The social security system e&thétl in the Visegrad
Group countries may be the cause that unemployraspécially the long-
term one, is not the structural, but the systenblera.

Indisputably the worst situation of Slovakia in y@2001-2007 was
confirmed by the chart of the median unemploymematon (figure 2). It
was much higher than the median calculated forrémeaining countries
and in the year 2007 it was equal almost 35 momhsing following two
years it decreased to the level of about 14.5 nsatid grew again up to
24.5 months in 2013. In case of Poland, Czechig-amdyary mean median
unemployment durations were similar and equal 10019 and 10.7, re-
spectively. Median values in years 2001-2017 weastlnuanced in case of
Hungary.
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Research methodology

The research was conducted in two stages. In the dtage the mutual
relation between the unemployment rate and medm@mployment dura-
tion was analysed by means of the scatterplot €hhet were analysed
similarly as the business cycle clock (Abberger &mNaus, 2010). In the
second stage it was analysed if there are lagseleetwihe changes of the
unemployment rate and median unemployment durattamsistency of
course of time series of the unemployment rateraedian unemployment
duration was analysed by means of the Pearson grathment correlation
coefficient. The relationship between time serié#hout lags was analysed
and with lagged median unemployment duration wépect to the unem-
ployment rate. The consistency was analysed wigh feom 1 year until 5
years. The course of the time series in the monsistent, the higher the
positive correlation between them is. Hence, tlgewas estimated by the
highest positive value of the correlation coefiitie

Knowing, what the lag of the unemployment duratioth respect to the
unemployment rate is, the similarity of analysedetiseries was analysed
by means of the Dynamic Time Warping (DTW) methibavas created in
the early seventies and originally was appliedttier context speech recog-
nition (Giorgino, 2009, p. 1). It is used for esition of the optimal align-
ment of timeseries by the methods of the dynamigramming. If both
compared series have the same variables (but neehdor example for
various objects) then these series can be compmiirectly. However, if
both series are described by means of differenabias, then they must be
normalised. In the article, one of the quotieneirsions was applied:

zp = —=2—, (1)

/ t1vE

wherey, — value of analysed variable in the peripth — number of ana-
lysed periods.

By means of the DTW method we can draw the aligrirplot that pre-
sents the similarity between the two analysed taries. In case of normal-
ised variables, if the course of both series wastidal, the alignment plot
would be the straight line going from the loweltlief the upper-right cor-
ner. The more the alignment plot diverges from nfieor diagonal, the
more dissimilar the series are. In general, théndrigPearson product-
moment correlation coefficient between the serseghe more similar to
the minor diagonal the alignment is.
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Results of the analysis

In the first stage the relationship between thempieyment rate and medi-
an unemployment duration was analysed. For thipqag the scatterplot
charts showing four directions of changes.

The figures 3-6 present the scatterplot chartsafbVisegrad Group
countries. The scatterplot charts show that in y@801-2007 the unem-
ployment rates for Poland and Slovakia were vegi lsind similar (20% in
2002 and 19.4% in 2001, respectively). In Polare Hlghest median un-
employment duration was 14.6 equal months (2008)iaislovakia — 34.6
months (2007). In Slovakia high changes in the ypieyment rate gener-
ated high changes in the median unemployment duralhn Poland high
changes of the unemployment rate did not causégashbnges of median.
In Czechia changes of the median unemployment idaratere similar as
in Poland, but the unemployment rate was much lamer was character-
ised by the least variability. In Hungary the chesi@f the median unem-
ployment durations were the lowest among all amaysountries and
changes in the unemployment rate were higher thabzechia, but much
lower than in Poland and Slovakia. In 2017 theasitun in all countries
improved, but in Slovakia it was still much worse.

It can be seen than until the accession to thetlhiEyunemployment rate
in Poland was very high. After 2004 it begun tordase, while the median
unemployment duration begun to decrease one yé&ar &oth indicators
had decreasing trend until 2008 — after this ybar unemployment rate
slightly increased, in 2009 also the median unegmpént duration in-
creased. Between the years 2009-2013 both indg&ioreased and since
2014 — both begun to decrease (figure 3).

In Czechia both indicators fluctuated, but unté gear 2004 the chang-
es were in the same direction. Since 2004, the plogment rate was de-
creasing, but until 2006 the median unemploymeratthn was increasing.
Until 2008, both indicators had decreasing tremd2009 the unemploy-
ment rate grew and the median grew one year &tece 2010 the unem-
ployment rate was decreasing, followed by the dgemen the median un-
employment duration since 2015 (figure 4).

In Slovakia the unemployment rate was decreasitif the year 2008,
while in the same period, until 2007 the mediannyoleyment duration
increased significantly. Since 2008 until 20143 ehemployment rate was
increasing again and the median begun to incredbelwyear lag. Since
2014 both indicators were decreasing (figure 5).

In Hungary the mutual course of the unemploymetat aad median un-
employment duration was much more complicated fhathe remaining
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countries. It results from the fact that the medias changing in various
directions and these changes were relatively vellsOnly after 2010 the
unemployment rate was characterised by a steadyeatss; followed in
2013 by the decrease of median unemployment duaréfigure 6).

In the next stage of the analysis, the lag of tleglian unemployment
duration with respect to the unemployment rate @sisnated. In this pur-
pose the Pearson product-moment correlation coaife were calculated
(table 1).

In Poland the unemployment rate was the most diyarannected with
the median unemployment duration. The strongesteladion was for 1
year lag. For Czechia, the strongest correlatios e#ained for 2 years lag
of the median unemployment duration, however thength was much
smaller than in case of Poland. The analysis fongduy showed that the
median unemployment duration was 1 year lagged seitpect to the un-
employment rate, but the correlation between thvegsibles was smaller
than for Czechia. In Slovakia the median unemploynduration was 3
years lagged with respect to the unemployment aat the correlation
strength between these variables was the weakeasigainthe group. The
main reason for this was the fact that in Slovalaél the year 2007, de-
spite decreasing unemployment rate, the median plogment duration
increased significantly (from just over 15 months2001 up to almost 35
months in 2007).

In order to perform deeper analysis of similaritythee course of the un-
employment rate to the course of the lagged medisgmployment dura-
tion, the alignment plots for four analysed cowetnivere made (figures 7-
10).

As seen on the figure 7, the course of the aligrirpken for Poland goes
the closest to the minor diagonal, with minor déweizs in the periods
2001-2005 (until the accession to the EU) and 2201k (in the years fol-
lowing the financial crisis of 2007-2008). Theseipds were the years, in
which the differences between the course of thanph@yment rate and
median unemployment duration were the biggest.

For Czechia, the alignment between the unemploymastand the 2
years lagged median unemployment duration was muedker than in
case of Poland. There was one major discrepantheiperiod 2008-2015,
or since the beginning of the crisis until severahrs of its termination
(figure 8).

In Slovakia the discrepancies between the unemmoymate and the 3
years lagged median unemployment duration were nolegper than for
Poland and Czechia and they were long-lastingslalts from the fact, that
Slovakia had (and still has) the highest unemplaynderation and during
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the first period (years 2001-2007) it rose dranadiic After the financial
crisis the situation on the Slovak labour marketimimproved and at the
same time the mutual changes of both analysedatai® became much
better adjusted (figure 9).

In Hungary the correlation between the unemploymate and the 1
year lagged median unemployment duration was highar in Slovakia,
but the alignment between both indicators diffetezimost from the minor
diagonal in the alignment plot. Moreover, thesemipancies lasted virtual-
ly in the whole analysed period (figure 10). Prdpabresulted from the
fact that the median in the whole analysed periddndt change much, as
compared to other countries.

Conclusions

Conducted analysis confirmed the differentiationtlod Visegrad Group
countries with respect to the unemployment rate ted median unem-
ployment duration. Considering these two indicatoshould be stated that
in years 2001-2017, covering the pre-accessioropeaind the period of
financial crisis (years 2007-2009), Polish econaoged the best with the
unemployment. Despite differences in the unemploymate and the me-
dian unemployment duration in Poland, Czechia dogagia the courses
of curves joining the scatterplot points were samilwhich indicates the
similar reaction of the labour markets to the fafchccession to the EU and
financial crisis. On the contrary, the situationHangary was quite differ-
ent. Relatively high values of the analysed indicaare characteristic for
Slovakia. The second analysed in the article probleas the lag of reac-
tion of the unemployment duration with respecthe thanges of the un-
employment rate (it is assumed that the changéiseofinemployment rate
occur faster). The shortest lag (1 year) and tghdst relationship between
both indicators was observed for Poland. One-yagmlas also in Hunga-
ry, but the relationship between both indicators waich smaller and their
courses were much more different (what is confirfagdhe analysis of the
correlation coefficient and the similarity of tingeries by means of the
DTW method). In Czechia the lag of the median ureyment duration
with relation to the unemployment rate was aboye&rs and the course of
both curves was quite similar. In Slovakia the upEyment duration re-
acted to changes in the unemployment rate at tiestldafter 3 years),
however the correlation strength between them tasveakest, which also
meant that the courses of both rows differed gsiitengly between each
other.
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Annex

Table 1. Pearson product-moment correlation coefficients between the
unemployment rate and lagged median unemployment duration
Lag of duur}zggfymmt Poland Slovakia Czechia Hungary
No lag 0,8615 -0,2849 0,4341 0,5552
1year lag 0,9600 0,1585 0,7659 0,6716
2 yearslag 0,8931 0,4863 0,7959 0,4568
3yearslag 0,6862 0,5623 05171 0,1959
4 yearslag 0,4244 0,5308 0,2039 -0,0912
5 yearslag 0,1707 0,3398 0,0506 -0,2532

Source: own el aboration.

Figure 1. Unemployment rate in the Visegrad Group countriesin years 2001-2017
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Figure 2. Median unemployment duration (months) in the Visegrad Group
countriesin years 2001-2017
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Source: own el aboration.

Figure 3. Relation between the unemployment rate and the median unemployment
duration in Poland in years 2001-2017
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Figure 4. Relation between the unemployment rate and the median unemployment
duration in Czechiain years 2001-2017
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Figure 5. Relation between the unemployment rate and the median unemployment
duration in Slovakiain years 2001-2017
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Figure 6. Relation between the unemployment rate and the median unemployment
duration in Hungary in years 2001-2017
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Figure 7. Alignment plots for the unemployment rate and lagged median
unemployment duration for Poland
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Figure 8. Alignment plots for the unemployment rate and lagged median
unemployment duration for Czechia
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Figure 9. Alignment plots for the unemployment rate and lagged median
unemployment duration for Slovakia
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Figure 10. Alignment plots for the unemployment rate and lagged median
unemployment duration for Hungary
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Abstract
Research background:Real estate clustering is required stage of soropepty
mass appraisal procedures. Such division can bee rimagnany ways. Some of
them are based on statistical approach. Regardfetee method of division, its
result should be assessed with some quantitatitexion. The better clustering of
real estate, the more accurate valuation result® €ample of mass property
valuation models is Szczecin Algorithm of Real Estilass Appraisal (SARE-
MA). When using this algorithm, the area to be edlshould be divided into so-
called location attractiveness zones (LAZ).
Purpose of the article: The aim of the article is to present an applicatbhierar-
chical clustering with spatial constraints algamittior the creation of elementary
areas. This method requires the specification afigpweight matrix to carry out
the clustering process. Due to the fact that suctatix can be specified in a num-
ber of ways, the impact of the proposed types sthdice matrices on the clustering
process will be determined. A modified measurendérimation entropy will be
used to assess the clustering results. This matiic allows taking into account
specificity of real estate market.
Methods: The article utilises the algorithm of agglomeratiglustering, which
takes into account spatial constraints, which igigdarly important in the context
of real estate valuation. Two types of spatial \Weigatrices were used. Homoge-
neity of clusters will be determined with the mearisnformation entropy. The
lower the entropy the better clustering.
Findings & Value added: The main achievements of the study will be to asses
whether the type of the distance matrix has a sigmt impact on the clustering of
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properties under valuation and whether the agglativer clustering provides LAZ
with better parameters than reference divisionttis reference division existing
geodetic boundaries were utilised.

Introduction

There are two main approaches in real estate vatuandividual valuation
and mass valuation. In an individual valuationaéuer focuses on one or a
small number of properties. In the case of massad@in, the subject of
valuation is a large number of properties of ormefywhich are appraised
with an uniform approach resulting in consistesuits.

In the field of mass valuation many models and réligons can be dis-
tinguished. Acceptance of the adopted model shbeldased on the relia-
bility of the results. One of the basic elementsnainy mass property valu-
ation models is the division of the valued area gib-areas. A sub-area is
an territory in which a given number of appraisgtreperties has the same
impact of location on their value. In the case @ftimds that are based on
the valuation of a sample of real estate in a gix@me, the concept of rep-
resentative real estate shall be introduced. Tepsesentative real estate is
selected by taking into account the characteristitures of a given type of
real estate in a given zone. The aim is to obtaituation in which repre-
sentative properties reflect as much as possiglediection of properties
from which they originate, in order to allow thetrapolation of the value
of the representatives to the entire zone withddgglaccuracy.

Example of methods that can be used to create pyopenes are clus-
tering methods (e.g. Hasti al, 2009). One of the available approaches is
agglomeration clustering. This method makes it iptsgo group similar
objects (in this case real estate) on the basimarfy features describing
them. From the real estate market point of viewadigularly important
element of this way of clustering is the possibiltf introducing spatial
constraints into the algorithm (e.g. Guo, 2008)jchwhallow to take into
account the adjacency of objects. These relatipadiake the form of spa-
tial weights. These matrices can be created in mays. One of the divi-
sions of the spatial matrices can be found in #ygep by Getis & Aldstadt
(2004). This flexibility is one of the main objemtis to spatial analysis
(LeSage & Pace, 2014). The issue of the impachefapplied matrix of
spatial weights was discussed mainly within thelissirelated to the esti-
mation of spatial regression models (i.e. Celln2813), but influence of
the distance matrix on clustering results was alsalysed (Mimmaclet
al., 2000). The authors point out the fact that trsulte of the clustering
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are sensitive to the distance matrix used in tloegss. The article will
present the results of real estate clustering tpkimo account different
spatial weights. It will be assessed whether tkelte of the clusterings are
significantly different from one another.

Designation of valuation sub-areas (hereinaftegrretl to as Location
Attractiveness ZonesAZ) is connected with the assessment of similarity of
properties located within their boundaries. Theckertwill present an ap-
proach in which the measurement of entropy (e.gffét, 2018) will be
used to determine the diversity of real estateach&AZ In publications
related to spatial issues in their broadest sargegpy explores, for exam-
ple, land use changes (Bai & Wang, 2012) or ecesystevelopment (Lu-
dovisi, 2014). In this study, entropy will be uded the evaluation of clus-
tering of properties. A modification of the classistropy measure, which
will allow to better reflect the specificity of theal estate market, will be
proposed.

Research methodology

There are a number of mass property valuation msth@ne example of

such methods is Szczecin's Algorithm of Real Estdess Appraisal

(SAREMA (see Hozeet al, 2002). Important stage of the algorithm is the

specification ofLAZ This algorithm will be used to determine the eabf

the properties, and the proposal to modify theogytmeasure will be used

to assess the homogeneity of the property in datégnareas. As men-

tioned above SAREMArequires the valued area to be divided into homo-

geneous sub-areas within which representative piiepeare drawn and

individually assessed. This procedure of mass vialuaf real estate, has

already been used several times in practice, apdriexnce from these ap-

plications shows that the appropriate represemiagiss of the location

expressed in the algorithm ensures random choice of

— one representative property frobfAZ, when up to 10 properties are
valuated,

- two representative properties, when 11 to 50 ptmzeare valuated,

— three representative properties, when 51 to 10pepties are valuated,

— four representative properties, when 101 to 50pgmiees are valuated,

- five representative properties, when 501 to 10@pgrties are valuated,

— Six representative properties, when more than 1p@0perties are valu-
ated.
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The study will be carried out in the following way:

1. Using agglomeration clustering with spatial ¢oaists real estate will be
clustered intd_LAZ Two types of spatial weight matrices were used as
constraints. The first one is based lonearest neighbour&KN) and
the second one on the distance bdd@)( In both types of matrices sev-
eral variants were used. For tK&IN matrix, values 3, 5, 10, 20, 50
were taken ak. In the case dbB matrix it was 50m, 75m, 100m, 250m
and 400 meters. Thus, 10 different matrices ofiapakights were ob-
tained. For each of these matrices clustering \aased out with differ-
ent number of clustersLAZ). In the study, the number of clusters
ranged from 5 to 60.

2. For each clusteringn the basis of the size of eachZ, the required
number of representative properties and the avezagepy {I,) were
determined. The parameters of each clustering rdadain this way will
be compared both with the reference division arith whe another. As
the reference clustering existing geodetic boueddrave been used.

3. The conclusions will be determined on the ba&iwhether agglomera-
tion clusterings have different entropy dependingte adopted spatial
weight matrix and whether the procedure used idysproduces better
results than the benchmark (geodetic boundaries).

The subject of mass valuation, for which the procedf clustering to
homogeneoukAZ iscarried out, is a collection of 1630 plots of Idadat-
ed in Szczecin - the capital one of the 17 Polisivddeships - Zachodnio-
pomorskie Voivodeship. It is important to point dlat they did not consti-
tute a single, coherent area. Properties wereddaandomly in the entire
north part of the city. These plots of land arecdbed by means of several
attributes: area, utility access, surroundings, rmomcation accessibility,
and shape of the plot.

The clustering procedure was carried out on théshbafs characteristics

directly related to the location of the propertiility access, surroundings

and communication accessibility. These featuresngben the ordinal
scale, were transformed into dummy variables.

In order to assess the homogeneity of the obtaied, the entropy
measure was used. However this classical measwenadified due to the
different number of possible types of plots (classkplots). Transformed
information on variants of the three mentioned kefaots’ characteristics
was used to assess entropy. The variants of tineseaateristics were coded
in the form of natural numbers (worst state O,rimiediate state 1, best state
2 and in the case of communication accessibilityictv was a feature of
four states - 3) and they were combined into aetlaligit codes. Each code
value is a combination of variants of charactarsstivhich was understood

53



Proceedings of the 18 International Conference on Applied Economics
Contemporary Issues in Economy: Quantitative Method

as a class. The entropy of th&Z was calculated using the following
measure:

_ (_ Z£€=1 pi - lo.gkpi) -k ’ (1)

H, I

where:

p: - share of real estate belonging to ittte class,

k - number of classes (combination of variants ofk@tacharacteristics present in
a givenLAZ),

L - number of classes present in the analysed set.

Modification of the classical entropy measure cstssin changing the
assessment depending on the number of classesipegarticular areas.
For example, in the classic approdofZ with two or ten classes and an
even share of these classes will be characterig¢otdd entropy. However,
in the case of real estate market analysis, theeesituations should be
assessed differently. Two classes of plots’ charatics, when the speci-
fied area contains several dozen or more propedfesild be described as
highly homogeneous, even if the shares of bothselasre 50%. Thi,
measure will distinguish between the level of gograepending both on
the shares of classes and their number.

Results

The plots of land under study were qualified to dltteactiveness zones of
the location ILAZ) by means of agglomeration clustering with spataai-c
straints. Between 5 and &&Z have been proposed. Each of the divisions
was carried out taking into account 10 differenatsd weights matrices.
With the increase in the numberloiZ, their average entropy was decreas-
ing. Such a result was to be expected, becauseaviéiger number of sub-
areas they contain less dissimilar plots. A morpdrtant observation is
that, depending on the adopted spatial weight Rydine average entropy
for the same number &fAZ are different. This effect is similar for both
types of utilised matriceiX(NN andDB), as shown in Figures 1 and 2. Ini-
tially, with the increase of the numberlofZ, the decrease in average en-
tropy is more rapid. After exceeding 20-B®Z this decrease is much
slower. In the case ®fNN matrix, the lowest mean entropy in 55 out of 56
cases was obtained fkr= 50. In turn, the highest mean entropy was rec-
orded fork = 3 and 5. In total, it was 50 cases per 56. inadase oDB

54



Proceedings of the 18 International Conference on Applied Economics
Contemporary Issues in Economy: Quantitative Method

matrix, the lowest mean entropy was obtained im&0of 56 cases far =
400. The highest mean entropy occurred at the esdtagistance range of 50
meters. This was the case 28 times, so for theoh#tie clusterings.

The final stage of the study was to compare theltesf the clustering
of plots of land intoLAZ with the reference division. Two criteria were
taken into account: average entropy and the redjuivenber of representa-
tive plots. On the basis of the number of ploteach ofLAZ the required
number of representatives was determined in acnoedavith the guide-
lines set out earlier. It was necessary to asséssher the agglomeration
clustering allowed to obtain a clustering of lardtg with a lower entropy
than the reference division and whether it allowedbtain a smaller num-
ber of representative plots. The latter criteri@s la particular economic
rationale. Each representative property must beedaindividually, which
involves the use of time and money. Figures 3 astdoW the average en-
tropy and the required number of representativespfoeach clustering and
for both types of spatial weights matrices. Taldleend 2 present selected
results of clustering evaluation. In the cas&NN matrices, the number of
clusterings for which the average entropy was lothan the average en-
tropy of the reference division and the numberepfresentatives was also
lower than in the case of geodetic districts way diversified. Fork = 5
out of 56 divisions only 5 met both criteria. Whaesdork = 50 it was 26.
This means that, at best, less than half of thstetings turned out to be
more favourable than the reference breakdown. &heed plots of land are
located in the area of 39 geodetic districts. Frmhenumber of neighbours
used in the study, the smallest numbeLA¥ whose average entropy was
lower than the average entropy of geodetic distreas lower than 39 and
ranged from 17 to 34. For such number$ A7, the number of representa-
tive plots was also lower than the number of regmttives for geodetic
division and ranged from 50 to 77 dependingkpnompared to 84 repre-
sentatives established for the reference divis@n.the other hand, the
results obtained for the matrix based on the digtdvand indicate that the
differentiation of the number of clusterings meegtthe criteria of entropy
and the number of representative plots was mucliesma@he lowest num-
ber of clusterings meeting both criteria is 22 (fer 100 m) and the highest
is 38 (forr = 50 m). Also the smallest numberloAZ with an average en-
tropy below the reference one was less differexdiddr theDB matrix and
ranged from 14 to 16, i.e. much less than forkkN& matrix. Which means
that with just 14 to 16.AZ one can obtains average entropy equal to
benchmark. As a result, this translated into a lem&hnd less diversified,
depending orr) number of required representative plots, whosebar
ranged from 41 to 48.
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Conclusions

The article presents the results of the studyatheof which was to deter-
mine what influence on the clustering has the apptipatial weights ma-
trix. The effect of different matrices was assedsedhanges in the average
entropy ofLAZ for a given clustering and by the required nundfenepre-
sentative plots. The obtained results indicate thatdecision on the ap-
plied matrix has a large impact on the level ofr@goy of location attrac-
tiveness zones and the number of plots to be vafaedording to the
SAREMAassumptions) in the individual approach. The tesoll agglom-
eration clustering were compared with entropy arfiked number of rep-
resentatives for the benchmark division. Dependimghe number of AZ,
their average entropy was either lower or highantthe reference cluster-
ing. There were also significant differences in thenber of clusterings
that met the thresholds of a smaller number ofesgmtative plots than the
reference division as well as a smaller than tliereace average entropy.
These conclusions were analogous for both typethefdistance matrix.
From both types of spatial weights matrices beteults were obtained for
the matrix based on the distance band. For thsidnsg carried out with the
use of this type of matrix, lower than the refeeiaverage entropy and a
smaller number of representative plots were motenofbtained. The re-
sults for the different distance bands obtainedhhe DB matrix differed
from one another significantly less than those tfe KNN matrix. This
means that clustering with spatial constraintsha form of aDB matrix is
less sensitive to input parameters. The abovetselmad to the conclusion
that the stage of selection of spatial weight magtrian important element
of the described mass valuation procedure. Bef@king a final choice, a
preliminary assessment of the clusterings shoulzktoarried out with var-
ious matrices in order to obtain more precise \tana.
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Annex

Table 1. Summary of selected results of plots of land chiste (k nearest
neighbours spatial weights matrices)

Required number of

Number of Number of Minimum number of  representative plots
neighbours (k) clusteringsmeeting ~ LAZwithentropy  for first number of
g both thresholds below thethreshold  LAZ meeting entropy
threshold
5 5 34 77
10 6 29 74
20 14 23 59

Source: own calculations.

Table 2. Summary of selected results of plots of land chiste(distance band
spatial weights matrices)

Required number of

Number of Minimum number of  representative plots
Distance band (r) clusterings meeting LAZ with entropy for first number of
both thresholds below thethreshold  LAZ meeting entropy
threshold

50m 38 16 46
75m 37 14 41
100 m 22 15 47
250 m 32 16 48
400 m 34 14 44

Source: own calculations.

Figure 1. AverageLAZs’ entropy for selecteld nearest neighbours spatial weights
matrices and different number loAZs
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Figure 2. Average LAZs' entropy for selected distance band spatial weights
matrices and different number loAZs
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Source: own calculations.

Figure 3. Scatterplot of averagd AZs’ entropy and required number of
representative plot& fiearest neighbours spatial weights matrices)
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Figure 4. Scatterplot of averagdAZs' entropy and required number of

representative plots (distance band spatial weiglatsices)
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Abstract

Research background: Composite indicators are commonly used not only to
measure economic development, the standard ofglidiompetitiveness, fairness,
effectiveness, but they are also willingly implerteghinto many different fields.
However, it seems that in most cases the variabighting procedure is avoided
or erroneous since in most cases so-called ‘weightselief’ are applied. As re-
searches show, it can be frequently observed thaghts do not equal importance
in composite indicators. As a result, biased ragkior grouping of objects are
obtained.

Purpose of the article: The primary purpose of this article is to optiméed im-
prove the Human Development Index which is the mostmonly used composite
indicator to rank countries in terms of their seemnomic development. The
optimisation will be done by re-scaling the curremtights so they will express the
real impact of every single component taken intoseteration during HDI's cal-
culation process.

Methods: In order to achieve the purpose mentioned abteesensitivity analysis
tools (mainly the first order sensitivity index) rgeused to determine the appropri-
ate weights in the Human Development Index. Basedhe adjusted weights, a
new ranking of countries was established and cadpilith the initial ranking
using among others Kendall tau correlation coedfiti

Findings & Value added It has been shown that the Human Developmentxinde
is built incorrectly by putting equal weights foit @s components. The weights
proposed by the sensitivity analysis better reflda actual contribution of
individual factors to HDI variability. Re-scaled hhan Development Index con-
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structed based on proposed weights allow for bditfarentiation of countries due
to their socio-economic development.

Introduction

Over the last fifty years, the accelerated growth the interest of
implementing composite indicators in researchesainous fields can be
observed. They are consequently applicated to appate such complex
phenomena as, for example, tourism destination etitiyeness,
sustainable development, oil vulnerability, thendid of living, informal
work, innovation, quality of institutions, countie competitiveness,
wellbeing, agricultural sustainability, active e#nship, internal market
dynamics, poverty, institutional quality, and manthers. It is worth
mentioning that Bandura in her work (Bandura, 2088, 1-95) lists 178
indicators that aim to assess countries’ performancvarious areas of
broadly understood socio-economic development. Sserentists harshly
call this eager to measure everything at all cost‘raeasure-mania’
(Diefenbach, 2009, p. 900) and synthetic indicesmidelves as ‘mashup
indices’ (Ravallion, 2010, pp. 1-32). In his worlawllion (Ravallion,
2010, p. 1) defines mashup indices as those foctwieixisting theory and
practice provides little or no guidance for itsiges

According to Ravallion (Ravallion, 2010, pp. 3-5)eoof the examples
of ‘mashup index’ is a well-known Human Developmérdex created and
yearly published by the United Nations DevelopmBnbgramme since
1990. However, it should be noted that the conoéptDI has evolved as a
result of which some modification in HDI's calcutats has been done in
2010 and 2014. To be more precise — since 2010 isidb longer the
arithmetic mean of three determinants: life expsxaat birth, adult
literacy rate and real GDP per capita in PPP (#)e Tthange in
methodology was the result of criticism directedvaods HDI and
concerning, among others: combining variables teptesent flow, stock,
input and output, and doubts directed at used riggati@n and aggregation
formulas (Zavaleta & Tomkinson (eds.), 2015, p..3Currently, the
Human Development Index consists of four varialalesnged into three
dimensions (Figure 1):
- long and healthy life — life expectancy at birth yiears) ILE),
- knowledge — mean years of schooling (in yeak8Y$ and expected

years of schooling (in yeardxYs),
— a decent standard of living — Gross National Incqmee capita (PPP

US$) GNI).
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The HDI aggregation formula was also changed frbm arithmetic
mean to the geometric mean of the three dimensidités (Zavaleta &
Tomkinson (eds.), 2015, pp. 11-14):

— 3 . -
HDI = \/Ihealth Ieducation Iincome

where:

HDI — the value of the Human Development Index,

Ineaitn — health dimension index,

Logucation — €ducation dimension index,

lincome — iNCOMe dimension index.

Individual dimension indices are calculated acamgydio the formulas presented
below:

LE — 20
Theaien = ge—>5"
EYS MYS
T (5 + 15 )
education — 2 )

| _In(GNI) —In(100)
fncome ™ 11(75000) — In(100)’

The Human Development Index is probably the mosimament
composite indicator ever used. However, being pnemi it is not
synonymous with being faultlessness and correctr&ssare the weights
of individual variables truly reflecting the sigwé&nce of each factor?
Going further - does the Human Development Indetkhéabove-presented
form has a good discrimination ability? Additioryaltioes it precisely catch
differences between countries due to their soctmemic development?
This article will try to answer those questionsn$gvity analysis was
applied to investigate the correctness of HDI cmmcsion by (Aguna &
Kovacevic, 2011, p. 1-65), which both are statiatis working for the
United Nations Development Programme. They conctbde‘the HDI is a
relatively robust index with the most sensitivityhéited to the choice of
weights for income and education component’ (Agé&riovacevic, 2011,
p. 40). However, they do not indicate what specifadues of weights
should be covered to reflect the real meaning of $iEbmponents.
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Research methodology

In the vast majority of cases, the synthetic vdeiab created evading the
stage of variable weighing. Thus basically is tarmdant to giving different
determinants the same weights, tacitly assuming they are equally
crucial for the analysed phenomenon. In some caseghts are given
subjectively by researchers or from experts' opisidMuch less common
are weight set up at the basis of the principalpament analysis, conjoint
analysis or regression analysis. Some researcReszak, 2016, pp. 69-
86), when analysing spatial objects, decided te greight based on spatial
autocorrelation, but this does not solve the pmobié weighing non-spatial
objects. In the case of building synthetic variakiier any of the objects,
the approach promoted by the Competence Centreomp@site Indicators
and ScoreboardsCQIN) may be useful. The approach promoted by
COIN’s members is basing on the use of sensitighalysis in the
construction of synthetic meters is also suppobgdBecker et al., 2016,
pp. 1-33; Becker, Saisana, Paruolo, & Vandecast&fl&7, pp. 12-22;
Greco, Ishizaka, Tasiou, & Torrisi, 2019, pp. 61-84ruolo, Saisana, &
Saltelli, 2013, pp. 609-634).

The approach proposed by the researchers mentabhwae is based on
the use of Pearson’s correlation ratio — as a-dirder sensitivity measure
commonly applied in a global sensitivity analydfa(uolo et al., 2013, p.
610). In that approach, a composite indicator iss@ered as an output
variable, and its components are considered ag ugyiables. A variance-
based Pearson’s correlation ratio will then expriss strength of the
dependence between the output and input variatdek@ et al., 2016, p.
3). Following the procedure presented in (Becked.e2017, pp. 13-15):

1. The composite indicator is understood as, not recidy linear,
function of determinants describing the analyseshpimenon:

y; = filx;i) + &,

where:

yj — outpu variable,
x;; — input variables,
& — error term.

2. Pearson's correlation ratio is used to measureanthgence of each
input variable, assuming that all other input Vialéa are fixed:
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. D)
vy

where:
x.; — the input variable vector containg all varialdesept thex;,
E;_,(|x;) — the main effect ofx;,

3. Estimation of main effects based on full-Bayesiaus§sian processes.
4. The estimated main effect of each input variablelesomposed to
represent correlated and uncorrelated part:

S; =Sf + 5S4,

decomposition is also performed using Bayesian Sangprocesses.
5. Optimal weights were calculated as:

d

, s & 2

Wopt = arganWE(Si —Si(w)) ,
i=1

where:
S} — target normalised correlation ratio,
S; —normalised correlation ratio.

6. Calculating Re-scaled Human Development Index asveighted
geometric mean,

7. Assessment of conformity of HDI and re-scaled Hariking using the
Kendall-tau correlation coefficient.

Results

Based on data retrieved from the United Nationselgpment Programme
concerning individual factors shaping HDI in 2018as been investigated
whether each HDI's three pillars share equal ingraé or maybe its
meaning resulting from the variance is entirely wame The procedure
presented in the previous section was implemeiteceide all calculations.
The data set include data concerning 189 countries.

As it was mentioned before the Human Developmetéxns currently
calculated as a geometric mean of three sub-indiles HDI's creators
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assumed that all components are equivalent. Refetd the terminology
contained in the previous chapter, HDI will be dedoas an output
variable and health, education and income indisanput variables.

Taking into consideration the relations presente#figure 2, one can
observe that both output (HDI) and input variables/e a negatively
skewed distribution, which means that in case bfamhlysed variables
more than 50% countries have values higher thanatherage value.
Analysing the same figure it can be observed thatrost robust liner
relation between output variable (HDI) and inputiales can be observed
in case go GDI index, which is already a kind adrpise that the indicated
variable will have a potentially more significantpact on output variable.
Table 2 is also wort to pay attention to. Analysuadues from this table, it
can be noted that in the case of each pair of bi@sathere is a strong,
statistically significant, positive correlation. $hould be emphasised that
HDI has the strongest correlation with GNI, althiotlye coefficient is only
slightly higher than in the case of education inde&vertheless, the most
crucial stage of this analysis is to set up colyefitst-order indices.
Results included in Table 3 was obtained using’ ‘Rypackage, and they
present estimated values of the correlated andrietated main effect of
each input variable onto an output variable. Ormukhhave in mind that,
according to the intention of the creators, the dotpof each variable
should be even; when it is not. As it was expettednalyse the previous
data the Income Index has the strongest influenctghe HDI, while
education one show the weakest impact. It is tbeseflear that there is no
justification for giving them equal weight.

The lack of equality was, therefore, the premigetifging to establish
adequate weights using a simplex search methodné&lder-mead method
was used as this one does not require the priovledge of trends in the
analysed process. A comparison of original andndpgd weights is
included in Table 4. It is rather not surprisingattras a result of the
optimization procedure, the highest weight was iobth in the case of
income index, while the lowest in the case of etlanandex.

The change in weightning syste caused that thecaled Human
Developmen Index has better discrimination feat{tespare Table 1 and
Table 5) without changing significantly the courdrgrderings (see Table 6
and Figure 3). The Kendall's tau correlation cardint, based on both
rankings, reached the value of 0.969. Which prdkieshigh compatibility
of ordering.
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Conclusions

This study uses the sensitivity analysis to chéekstability of HDI results
from 2018. Analysis conducted in this paper indidahat equal weights in
HDI construction are not the optimal solution. dems, therefore, that the
Ravallion’s statement that HDI is a ‘mashup indisxhot groundless. The
article proposes adjusted weights that bettertrthtis the influence of each
factor on the final counties’ ranking due to ths@cio-economic develop-
ment. Additionally, the re-scaled HDI has bettescdiminatory properties
than its original version while maintaining statatly significant compati-
bility with the original ranks.

The main disadvantage of the presented method ikiglh degree of
complexity and the necessity to recalculating wesigbhach time. The
recalculation is needed as the final set of weigjlsensitive to the variance
of variables. It seems, however, that this is difjgd effort because it
allows for the robust results and helps to avo@riost common defect in
the use of synthetics measures, i.e. arbitrariobagights.
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Annex

Table 1. Human Development Index — basic statistics

Mean Median C.V. Skewness
All countries 0.709 0.735 0.215 -0,379
EU countries 0.884 0.884 0.042 -0.267

Source: authors own study based on data from thiedNations Development Programme.

Table 2. Correlation between all variables used in the itigaton

Ihealth Ieducatim Iincome HDI
| health 1.000 0.825 0.815 0.902
| education 0.825 1.000 0.838 0.945
lincome 0.815 0.838 1.000 0.957
HDI 0.902 0.945 0.957 1.000

Source: authors own study based on data from thiedJNations Development Programme.

Table 3. Estimated values of main effects using linear ddpane modelling

S; s¢ s
I health 0.388 0.274 0.114
I ecucation 0.208 0.130 0.078
lincome 0.537 0.172 0.365

Source: authors own study based on data from thiedNations Development Programme.

Table 4. Original and optimised weights

I health

Ieducation

I income

Original

0.333

0.333

0.333

Optimised

0.323

0.292

0.384

Source: authors own study based on data from thiedJNations Development Programme.

Table 5. Re-scaledHuman Development Index — basic statistics

M ean Median C.V. Skewness
All countries 0.252 0.120 1.265 1.492
EU countries 0.682 0.642 0.364 0.262

Source: authors own study based on data from thiedNations Development Programme.

Table 6. The best and the worst 5 countries according to &l re-scaled HDI

Top5 Bottom 5
HDI Norway, Switzerland, Australia, Burundi, Chad, South Sudan, Central
Ireland, Germany African Republic, Niger
Re-scaled HDI Norway, Switzerland, Australia, Niger, Eritrea, Burkina Faso, Chad,

Germany, Ireland

Sierra Leone

Source: authors own study based on data from thiedJNations Development Programme.



Figure 1. Indicators and dimensions of the Human Developriedex

DIMENSIONS Long and healthy life Knowledge A decent standard of living
INDICATORS Life expectancy at birth Mean years of schooling  Expected years of schooling GNI per capita (PPP USS)
DIMENSION Life expectancy index FEducation index GNIindex

" S

Human Development Index (HDI)

Source: Zavaleta & Tomkinson (eds.) (2015, p.5).

Figure 2. Scatterplots and histograms for variables usebérirtvestigation
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Figure 3. The relation between HDI and re-scaled HDI ranks
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Abstract

Research background:Recently there has been an increase in interekeistud-
ies of income inequalities. The findings of empticesearches show that males
earn higher wages than females. There is a needutty differences between
men’s and women’s income distributions and to dgmms®e them at various quan-
tile points.

Purpose of the article:The aim of the paper is to compare personal incdiste-
butions in Poland and other selected countrieh@fHuropean Union, taking into
account gender differences.

Methods: First, we examined the income inequalities of raad women in each
country using the Oaxaca-Blinder decomposition edoce. The unexplained part
of the gender pay gap gave us information aboutwidige discrimination. Second,
we extended the decomposition procedure to diffegerantile points along the
income distribution. To describe differences betnweke incomes of men and
women we constructed the so-called counterfactissdiloution, which is a mixture
of a conditional distribution of the dependent ahfé (income) and a distribution
of the explanatory variables (individual peoplef&xacteristics). Then, we utilized
the residual imputation approach (JMP-approach).

Findings & Value added In the article data from EU-SILC were used. Werfd
that there exists an important diversity in theesi# the gender pay gap across
members of the EU. In general, there are two tygfesountries in Europe: the
countries, where the bulk of the observed inconfferginces cannot be explained
by observed characteristics, and the countriesyevtiee explained and the unex-
plained effects are both positive, with even a bigexplained effect for the lower
income ranges.

72



Proceedings of the 18 International Conference on Applied Economics
Contemporary Issues in Economy: Quantitative Method

Introduction

Reducing the gender pay gap is one of the keyipesof gender policies.
At EU level, the European Commission prioritize@éducing the gender
pay, earnings and pension gaps and thus fightingrpoamong women"
as one of the key areas in the framework of that&jic engagement for
gender equality 2016-2019. The empirical studiesasithat males earn
higher wages than females. There are considerdfiégethces in earnings
between EU countries, with the gender pay gap nanfyjom just over 5%
in Romania, Italy and Luxembourg, to more than 2B%stonia, followed
by the Czech Republic and Germany (both almost 289016, women's
gross hourly earnings were on average 16.2 % b#iose of men in the
EU-28 and 16.3% in the euro area (Eurostat, 2018).

The existence of a significant gap in earnings betwmales and fe-
males is a well-documented stylized fact of modabour markets. The
literature on the gender gap is huge. Numerousesumbncentrate mainly
on the decomposition of the average values fornme Some papers
adopt a cross-country perspective. Using Europeaiorl) Statistics on
Income and Living Conditions (EU-SILC) data for B4 members, Hedija
(2017, pp. 1804-1819) showed that the gender payvgaes among the
countries. In the study conducted by Boll and Lagem(2018) the gap is
analyzed based on the Structure of Earnings SUSES).

Sometimes, the analysis goes beyond the simple aasop of average
values. Arulampalaret al. (2006, pp. 163-186) examined the gender wage
gap in 11 European countries using the Europeann@orty Household
Panel Survey (ECHPS). The gap widened toward theotdhe wage dis-
tribution in most of countries and, in a few caseslso widened at the
bottom of the distribution. Nicodemo (2009) analyzbe gap in Mediter-
ranean EU countries, using the EU-SILC and the EE€HRBtasets. She
found a positive wage gap, the greater part of whannot be explained by
observed characteristics. The gender gap was lag¢he bottom and
smaller at the top of the distribution in most coi@s. Also Christofidest
al. (2013, pp. 86-102) used EU-SILC data and estirttageunexplained
part of the gender pay gap for 26 European cowmtrie

Despite many differences among the individual ssidihey all con-
clude that the gender pay gap exhibits a remarkiaélerogeneity across
European countries. The gender pay gap is thetreahany factors, in-
cluding occupational segregation, bias against ingrknothers, and direct
pay discrimination. A certain part of the wage @iféfnces between men and
women remains unexplained. The results of thesdiestudepend on the
used data set, the number of explanatory variasidghe applied method.
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The purpose of this study is to compare persormainte distributions in
selected countries of the EU taking into accoumtdge differences. We
will examine the differences in the entire rangénebme values by the use
of the residual imputation approach (JMP-approéség¢ Juhret al, 1993,
pp.410-442). In the article, data from EU-SILC via# used.

Research methodology

In recent times, a variety of techniques of incdnegjualities decomposi-
tion are becoming more popular. The standard mefthioday gap decom-
position is the procedure proposed by Oaxaca (1pp3,693-709) and
Blinder (1973, pp. 436-455), which is widely usedstudy mean outcome
differences between groups. This statistical methltmivs to take into ac-
count the individual characteristics of male andd&e employees.

Let Yy denote the outcome variable in grayfe.g. the personal income
in men’s groupg=M, or in women’s groupg=W) and X, the vector of
individual characteristics of the person in graufsuch as education, age,
work experience). The expected valueyofonditionally onX is a linear
function y, =X 8, +v,, 9=M,W, where 3; are the returns to the charac-

teristics. The Oaxaca-Blinder decomposition for #werage income ine-
guality between two groups at the aggregate leamelbe expressed as

VM _Y_vv =KM/§M _)?W:éw =)?M (/}M _,évv)"'()?M _)?w)[i/v- 1)

unexplainedeffect explainedeffect

The first component, on the right side of the equmatcalled the unex-
plained effect is the result of differences in dstimated coefficients, and
so in the “prices” of individual characteristicsgrbup representatives. The
unexplained portion of the gap is usually attrilbute discrimination, but
may also result from the influence of unobservedatdes. The second
term gives the effect of characteristics and islarpd by group differ-
ences in the predictors (the so-called explainéstof

Several authors have developed extensions of tkadaaBlinder meth-
od (see Fortiret al, 2010). The proposed procedures go beyond the com-
parison of average values. L&t (y) be the distribution function for the

dependent variabl¥, which can be expressed as the conditional distrib
tion F (y|X) of Yq and the joint distributiorFXg (X) of all elements of

Xy

Yol g
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R0 =[Fx OO F (dx  g=MW. )

Now, the mean decomposition analysis can be extetwi¢he case of
differences between the two distributions usingstxealled counterfactual
distribution:

Fie )= [ Fy e, OX) TR, (X)) (3)

Such a mixture distribution is constructed by inédigg the conditional
income distribution for men with respect to thetrsition of characteris-
tics for women. Then the difference in the obserwembme distributions
between men and women can be decomposed as follows:

Fv, () =R, (V) =[F, () = Fe (M1 +[Fc (V) — R, (V] (4)

unexplaine effect explaineceffect

The counterfactual distribution can be construatedarious ways, e.g.
using the residual imputation approach (Jehial, 1993, pp. 410-442). In
this method, one has to estimate the two equatiggs: X4y +%v and

Yui = XwiBu * Vi1 =1...,n. Then, the incomey,, form the groupM is

replaced by a counterfactual incongg, where both the returns to observa-

bles and residuals are set to be as in gklup
The implementation of the procedure is two-stepthim first step, the
residuals are replaced by counterfactual residuader the assumption of

the rank  preservation: Y= X8y +\GHi=1...n, , where

W= \;Vl‘x(rMi (X ) Xwi) and 7, (X,,) is the conditional rank of,,

in the distribution of residuals fod. In the second step, the counterfactual
returns to observables are imputedygs = X,, By +Vi=1...,n.

In this study, after an assessment of the gendegap for selected EU
countries, an attempt was made to group them usargrchical clustering
method. Hierarchical clustering is a widely usedl tm data mining for
grouping data into clusters that exposes simitgitr dissimilarities in the
data. One set of approaches to hierarchical cluogtés known as agglom-
erative, whereby in each step of the clusteringcgge an observation or
cluster is merged into another cluster. In thiskytine 1-nearest neighbors
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algorithm for agglomerative clustering with Euckate distance was ap-
plied.

Data basis

The empirical data used have been collected witterEU-SILC project in
2014 (research proposal 234/2016-EU-SILC). Fortiedysis, we chose 19
EU countries with the highest number of inhabitaf@&rmany, France,
United Kingdom, Italy, Spain, Poland), the high@8&P per capita in 2015
(Luxembourg, Ireland, the Netherlands, Austria, r@aamy), the lowest
GDP per capita in 2015 (Bulgaria, Romania, Croatlangary, Poland,
Greece), the highest gender pay gap accordingrimsiat in 2016 (Estonia,
Czech Republic, Germany, United Kingdom, Austriayv8kia), the lowest
gender pay gap according to Eurostat in 2016 (Randtaly, Luxem-
bourg, Belgium, Poland). The selected sample ctatsisf 122,756 obser-
vations: 62,856 men and 59,900 women (see Table 1).

The annual gross employee incomes (in thousanBsraf) of men were
compared with those obtained by women. The grogdasyme income cor-
responds mainly to wages and salaries paid fotirttee worked, remunera-
tion for the time not worked, enhanced rates of fpayvertime, payments
for fostering children, supplementary paymentsolm analysis the loga-
rithm of the annual income constitutes the outceareable.

Each person was described by the following chariatts: age (in
years),educlevel(education level: * primary, .. ., 5 tertiary), married
(1 — married, 0- unmarried),yearswork (number of years spent in paid
work), permanent (1 - permanent job contract of unlimited duration,
0 - temporary contractparttime (1 — person working part-time, ©person
working full-time), manager (managerial position: 4 supervisory,
0 - non-supervisory)big (number of persons working at the unit- tnore
than 10, G- less than 11).

Results

Table 2 presents the results of the Oaxaca-Bliddeomposition of ine-
gualities between men’s and women'’s log incomed $0EU countries.

We have found that there is a positive differenegvieen the mean val-
ues of log incomes for men and women for all 19ntoeis. The mean dif-
ferential is the largest in Germany (0.625) and shallest in Romania
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(0.141). The country heterogeneity is not limitedhe size of the gap, but
also concerns its composition. The difference betwbe mean log income
values was decomposed into two components: theplaierd part and the
explained part. The unexplained effect is huge (@osltive) for the states
with the low raw differential and is small for tlseates with the high raw
differential. It ranges from 21 % in Luxembourglt®5 % in Bulgaria. This
part of the gender pay gap gives us informationualite discrimination.
The explained gap is negative in six countries (agmothers in Bulgaria,
Poland, Hungary), which are countries with the Istviecome discrepan-
cies. The negative value of this component meaaistiie difference of the
average log incomes between men and women is rédwycéhe women'’s
characteristics. In 13 countries, the explained isapositive, that is, it in-
creases the overall gap, with a maximum explairegrlig Luxembourg (79
%). Only in 8 countries, the explained part excabdsunexplained part of
the overall gap. However, the unexplained partoiwhere identified to be
negative (compare Boll & Lagemann, 2018).

The detailed decomposition, which was also caroiet] made it possi-
ble to isolate the factors explaining the ineqyatibserved to a different
extent. Because of lack of space in this paperpmsent the results of the
detailed decomposition only for 4 countries — Genyndahe Czech Repub-
lic, Poland and Romania (see Table 3).

The strong effect of different education levelsman and women can be
noticed, especially for Poland. The negative valokgxplained compo-
nents mean that the differences of the averagenlogmes between men
and women are reduced by the women’s higher edurcédivels. On the
other hand, the values géarswork parttime managerandbig attributes
possessed by men and women increase the incomealitggn all coun-
tries. In all states women are discriminated adaimsn because of their
marital status and managerial position (if possBsiet not because of the
education levels or years of work.

Since the Oaxaca-Blinder technique focuses onlyawerage effects,
next, we carried out the decomposition of ineqigaialong the distribution
of log incomes for men and women using the JMP-@ggr. The total
differences between the values of log incomes amgpated and the results
are shown in Figures 1-3. For each country, thegepasitive differences
between the values of log incomes for men and waatemg the whole log
income distribution. Then the calculated differeneeere decomposed into
the sum of the unexplained and explained compor{émsresults are also
presented in Figures 1-3).

After assessing the gender pay gap for all 19 cmstan attempt was
made to group them using hierarchical clusterinthow: The use of the 1-
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nearest neighbors algorithm for agglomerative ehirsgy with Euclidean
distance allowed the grouping of countries intestdus. Four groups were
identified:

— Group 1: the Czech Republic, Romania, Slovakiag&t&, Hungary,

Poland and Croatia,

— Group 2: France, the United Kingdom, the Netherdar&lstria, Lux-
embourg, Spain, Italy, Ireland, Belgium, Greece,

— Group 3: Estonia,

— Group 4: Germany.

Group 1 consists mainly of the former socialistegaf eastern Europe.
It is characterized by the U-shaped total gendgrgag (except Romania
and Bulgaria) and the bigger unexplained effeat tive explained one (see
Figure 1). For most countries in this group, th&lteffect is low, but it
widens at the bottom and at the top of the incomgilution, suggesting
sticky floor and glass ceiling effects (compare lAnpalamet al, 2006,
163-186). We can see that the share of the unexgalgbart is very high
and the effect of coefficients is positive and ¢ansin the whole range of
the income distribution. This is the result of difinces in the “market pric-
es” of individual characteristics of men and woniaterpreted as the labor
market discrimination. For 5 countries (Romanialg&ua, Hungary, Po-
land and Croatia), the explained differential (#fieect of characteristics) is
negative in the middle of the distribution, whicleans that the properties
possessed by both people’s groups decrease theaiitess. The effect of
characteristics is often positive at the bottom ahthe top of the income
distribution.

Group 2, the largest group, consists mainly oflérge, highly devel-
oped countries of western Europe. Similar to tfsailts obtained by Nico-
demo (2009), the total gender gap is larger abtteom of the distribution
and smaller at the top of the distribution in mostintries (see Figure 2).
The gender differences in characteristics are ipesivhich means that the
different values of characteristics of men and wormerease the income
inequalities.Especially, the explained effect is bigger thanuhexplained
effect at the bottom of the log income distributiGior the higher income
ranges, often the unexplained effect prevails. Beftacts, the explained
and the unexplained, are always positive, incregafie income discrepan-
cies.

There is only one country in group 3. It is Estofiiais country is char-
acterized by an increase of the income inequaliges/e move toward the
top of the income distribution (Figure 3 (a)). Waserve the glass ceiling
effects. Also the share of the unexplained effsctary high. We can ob-
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serve the negative explained effect at the bottbthen distribution, which
means a decrease of the income inequalities fqudbeer.

The last group, group 4, is made up of Germanyhis case, the large
total gap and the large explained effect have aedsing shape and are
rapidly falling as we move toward the top of theame distribution (Fig-
ure 3 (b)). The unexplained part is positive and atoderate level, present-
ing the existing effect of discrimination on théda market.

Conclusions

The goal of this paper was to compare personalniecdistributions in
selected countries of the EU taking into accoumidge differences. Using
data from the 2014 EU-SILC, the gender pay gapexasined for a set of
19 European countries.

We started with the decomposition of the averageegafor log in-
comes by using the Oaxaca-Blinder method. As has liecumented in
the previous research, we also found that theeegssitive difference be-
tween the mean income values for men and womenmman log income
differential was the largest in Germany and thelsiain Romania. The
unexplained effect, which gives us information abthe discrimination,
was huge for the states with the low raw differanind was small for the
states with the high raw differential. The explamgmap was negative in the
countries with the lowest income discrepancies. (@dulgaria, Poland,
Hungary). The negative value of this component radhat the difference
of the average log incomes between men and womeedisced by the
women’s characteristics.

Then, we examined the differences in the entirgearf income values
by the use of the JMP-residual imputation appros&i¢d.extended the de-
composition procedure to different quantile poialisng the income distri-
bution. After assessing the raw gap, the explaaretithe unexplained gap
for all 19 countries, we grouped them using thel@yggrative clustering
method.

Group 1 consisted mainly of the former socialisttest of eastern Eu-
rope. The results obtained for that group indicdtedlow U-shaped total
effect. The unexplained component dominates invthele range of the
income distribution. The gender pay gap is poontpl@&ned by gender
differences in observable characteristics of pedfibe several countries the
explained differential was negative in the middigh® distribution, which
means that female characteristics are superitretoniale ones.
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In group 2 of highly developed countries of west&urope the total
gender gap was larger at the bottom of the lognmcalistribution and
smaller at the top. For the lower income ranges,ekplained effect was
often bigger than the unexplained. Both effects, ékplained and the un-
explained, were positive, increasing the incomerdjzancies.

Group 3 (only Estonia) was characterized by aneiase of the income
inequalities at the top of the income distributiGior group 4 (Germany),
we noted the large total gap and the large expdiadgfiiect rapidly falling as
we move toward the top of the distribution.

Summarizing, there exists an important diversityhia size of the gen-
der pay gap across members of the EU. Excludingvtbeextreme cases of
Estonia and Germany, there are tiypes of countries in Europe: the coun-
tries, where the bulk of the observed income diffiees cannot be ex-
plained by observed characteristics, and the casntwhere the explained
and the unexplained effects are both positive, eitbn a bigger explained
effect for the lower income ranges. Of course,rdmilts obtained depend
on the selection of explanatory variables to thermeded models. Neverthe-
less, it is justified to say that there are rougiy types of EU Member
States: those with higher and those with lowerlle¥eggender discrimina-
tion on the labor market. Considering that the gerdiscrimination may
lead to loss in productivity and wealth, inequaktinduced in this way
pose a serious challenge for the society.
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Annex

Table 1. Sample size and average annual income (in Euro) in selected countries

Country n n men n women Average Yu Average Yw
LU 3932 2110 1822 56353.29 43849.64
NL 4912 2433 2479 49364.79 30024.32
IE 3759 1773 1986 44876.80 31165.20
AT 4798 2547 2251 44253.14 28841.96
BE 4677 2334 2343 43554.01 32171.61
DE 10128 4999 5129 42368.01 24741.80
UK 8179 3965 4214 39785.26 25168.27
FR 9251 4589 4662 33494.49 24012.36
IT 12715 6741 5974 30007.71 22655.93
ES 8493 4378 4115 25225.28 18640.89
EL 3687 2059 1628 17658.02 13934.03
EE 5506 2663 2843 13064.08 8899.18
cz 6501 3443 3058 12413.62 8865.36
HR 3601 1983 1618 10350.23 8871.80
SK 5755 2847 2908 10292.61 7980.63
PL 9908 5180 4728 9619.24 7947.84
HU 8054 4061 3993 7565.97 6208.86
BG 4058 2018 2040 4646.59 3747.83
RO 4842 2733 2109 4306.87 3768.30
Total 122756 62856 59900

Source: own elaboration.

Table 2. The results of the aggregate Oaxaca-Blinder decomposition of gender pay
gap in selected countries

Raw Unexplained  Explained
Country  differential effect effect % unexplained % explained
DE 0.625 0.186 0.439 29.8% 70.2%
NL 0.520 0.167 0.354 32.1% 67.9%
AT 0.485 0.109 0.376 22.5% 77.5%
UK 0.479 0.250 0.230 52.1% 47.9%
FR 0.376 0.198 0.179 52.5% 47.5%
ES 0.361 0.149 0.212 41.3% 58.7%
IE 0.353 0.144 0.209 40.8% 59.2%
cz 0.343 0.248 0.095 72.3% 27.7%
BE 0.329 0.135 0.195 40.9% 59.1%
EE 0.328 0.372 -0.044 113.4% -13.4%
LU 0.296 0.062 0.235 20.9% 79.1%
IT 0.287 0.133 0.155 46.2% 53.8%
SK 0.265 0.247 0.019 92.9% 7.1%
EL 0.206 0.106 0.099 51.7% 48.3%
PL 0.183 0.209 -0.026 114.2% -14.2%
BG 0.178 0.221 -0.044 124.9% -24.9%
HU 0.176 0.200 -0.024 113.6% -13.6%
HR 0.167 0.175 -0.008 104.8% -4.8%
RO 0.141 0.155 -0.013 109.2% -9.2%

Source: own elaboration using the Stata.



Table 3. Theresults of the detailed Oaxaca-Blinder decomposition
Detailed decomposition

Unexplained effect Explained effect
Variable DE cz PL RO DE cz PL RO

Age 0.667 0192 -0.175 0.081 0.006 0.003 0.000 0.000
educlevel -0.098 -0.107 -0.091 -0.088 0028 -0.003 -0.087 -0.038
married 0.174 0.101 0.091 0.061 -0.004 0.001 0.001 0.000
yearswork -0.546 -0.261 -0.050 -0.089 0.045 0.017 0.021 0.012
permanent 0141 -0.072 -0.048 -0.082 0.012 0.014 -0.004 -0.001
parttime 0.003 0.000 -0.005 0.000 0.270 0.024 0.032 0.001
manager 0.013 0.003 0.015 0.001 0.030 0.030 0.007 0.004
big -0.099 -0.008 -0.005 0.013 0.053 0.009 0.004 0.008
cons -0.069 0.399 0.478 0.254 0.000 0.000 0.000 0.000

Total 0.186 0.248 0.209 0.155 0.439 0095 -0.026 -0.013

Source: own elaboration using the Stata.

Figure 1. The differences between the log income distributions for men and
women vs. quantile rank in group 1
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Figure 2. The differences between the log income distributions for men and
women vs. quantile rank in group 2
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Figure 3. The differences between the log income distributions for men and
women vs. quantile rank in group 3 (a) and group 4 (b)
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Abstract

Research background:Quality of life is not a new economic category. @utly,
most of the developed economies, in addition toroexonomic indicators, also
analyze indicators related to the general well-peand the quality of life of the
population. The authors stress, however, thatgtilisdifficult to agree on a defini-
tion of this category as well as the measuremenhaode because of the unobserv-
able and multidimensional nature of the phenomerfidwere are many proposals
for measuring quality of life, but there are siggdaht differences between method-
ologies and results. Despite this diversity, sormilarities can be identified,
among them similarities in the selection of obsklwavariables (indicators) defin-
ing the quality of life.

Purpose of the paper:The purpose of the paper is to analyze the rebitispari-
ties in the values of selected quality of life itattors in the Polish and Belarusian
regions and order the Polish and Belarusian regiotesms of the quality of life.
Methods: The basic measures of descriptive statistics weeel in the research:
maximum and minimum values, mean, standard dewiatioefficient of variation.
In addition, based on the rank method (the linedeing method non-based on the
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pattern), the values of the synthetic measure determined on the basis of which
the regions were ordered.

Findings & Value added The statistical analyzes made it possible tardjsish
the indicators that most contribute to the dispesiin the quality of life of the
inhabitants of Polish and Belarusian regions. im,tthe use of the rank method
allowed to order the regions in terms of qualitylitedf. The obtained results are a
starting point for further research on quality i6é Wwith the application of multidi-
mensional statistical analysis methods.

Introduction

Quality of life (QoL) is not a new economic categoCurrently, most of
the developed economies, in addition to macroecandamdicators, also
analyze indicators related to the general well-peind the QoL. In addi-
tion, once more often, QoL is included in growtldatonomic develop-
ment models (see Kilimova, 2016; Krutilla & Reuver002; Zinam,
1989).

Strategic documents applicable in Poland directlyndirectly refer to
the category QoL. Improving the QoL of the Polistizens is the main
strategic goal of the long-term national developtstrategy (Ministry of
Administration and Digitization, 2013, pp. 42). Theategy provides for
increased expenditure in the following areas: etimcahealth, infrastruc-
ture, research and development, and culture. Alsartedium-term nation-
al development strategy (Ministry of Regional Deygghent, 2012, pp. 20)
concerned with improving QoL. Its main aim is toesgthen and exploit
economic, social and institutional potentials tswee faster, sustainable
growth of the economy, and to improve the qualitiife of the population.

As for Belarus, the urgency of the task of enhapgpeople's life quality
is confirmed by the national strategy for sustai@awcio-economic devel-
opment (Ministry of Economy of the Republic of Beig, 2015). The strat-
egy highlights the following aspects of QoL: acdeiisy of high-quality
education and health services, ensuring high gquabusing, wide access
to cultural goods, high standards of personal awit@nmental security.

The purpose of the paper is to analyze the regidisphrities in the val-
ues of selected indicators of QoL in the Polish Bethrusian regions and
order the Polish and Belarusian regions in terntb@QoL.

Even though the phrase ‘quality of life’ has fupagd in the theory of
economics and in economic practice for many yahesdebate on its pre-
cise definition is still ongoing. The term ‘'qualitf life' is used inter-
changeably with the following phrases: well-beitiging conditions, level
of living, living standards, way of life, or lifede. The differences or simi-
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larities between these expressions have not beamlclidentified, which
often leads to theoretical and practical contraafist

In the present paper, QoL is defined as a compeloseconomic cate-
gory, reflecting the level of development of thetenil, spiritual and so-
cial needs of a population, the degree of theisfsation and the current
conditions of their development.

Research methodology

The lack of a single, widely accepted definition@dL results in the fact
that there is no unambiguous method of measuriisgcetegory. Interna-
tional organisations, e.g. the European Unionthiged Nation, the World
Bank, the OECD, as well as individual countriegluding Poland and
Belarus have been involved in developing critesiaassessing the standard
and quality of people's lives. Scientists and ptiaoers make attempts at
constructing synthetic measures of QoL (see DudeBz&zesny, 2017;
Nowak, 2018; Wniarczyk-Razniak & Razniak, 2011).eTimost widely
known ones include: the Human Development Index,Rhysical Quality
of Life Index, Gross National Happiness, the Happgnet Index, The
Economist Intelligence Unit's Quality-of-Life Indexthe Gallup-
Healthways Global Well-being Index, and the LegaRmosperity Index.

Table 1 presents the set of diagnostic variabled usthe study. The set
is a result of a compromise between knowledge apdresnce in measur-
ing QoL and the accessibility of comparable datatfe two groups of
regions which are investigated by the authors. Vir@bles were classified
according to five categories: quality of populatibving conditions, social
sphere, environment, and cultural sphere. Thestitati data were obtained
from the official databases of statistical offieed?oland and Belarus. Year
2016 was selected as the period of interest, dtieetavailability of statis-
tical data.

The indicators were subjected to statistical anmglya particular basic
descriptive statistics were calculated: mini- andxmal values, mean,
standard deviation, coefficient of variation. Inddthn, using the rank
method, rankings of Polish and Belarusian regiongeims of the QoL
were created. The rank method is the linear orderiethod non-based on
the pattern. The following algorithm was used:

Stage 1. Stimulation of diagnostic variables, replacement of a destimu-
lant with stimulants, by means of the followingrfarla:
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xS = —xP, 1)

where X is the value of th¢-th diagnostic variable in thieth region,i =1,...n,
j=1...m.

Stage 2. Normalisation of the values of diagnogtidables, by means
of the following formula:

s @

whereZ; is the standardized value of thth diagnostic variable in thieth region,

and )_(J- , S(Xj) are the mean and standard deviation of-tiediagnostic variable.

Stage 3. Ranking of regions due to the normalizddes of each diag-
nostic variable. In the situation when the standaalivalue of the diagnos-
tic variable was present in more than one regios régions were assigned
the same rank, being the arithmetic mean of thke assigned to them.
Stage 4. Calculation of the value of the syntheteasure for each region,
by means of the following formula:

= zz 3)

S:

Stage 5. Ordering of the studied regions.

Rresults

Tables 2 and 3 present the values of basic delseriptatistics calculated
for diagnostic variables of the category ‘qualifypopulation’.

Both Polish and Belarusian regions showed the gesindifferences in
terms of values ofnet migration rate and birth rate per 1000 popoitati
Net migration rate reached the highest values indvi@eckie Voivodeship
(Poland), and in the City of Minsk (Belarus), imrtiuhe lowest values — in
Warminsko-Mazurskie Voivodeship and Grodno Region. Tihghést birth
rate per 1000 population was in Pomorskie Voivogeahd in the City of
Minsk, the lowest —in £ddzkie Voivodeship andalisk Region.
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The lowest variability concerned the variable ‘Liéxpectancy’. The
variables: ‘Pre-working age population @00 persons of working age’,
‘Post-working age population p&000 persons of working age’, ‘Number
of deaths per 1000 population’ , and ‘Number of niages per 1000 popu-
lation’ were characterized by low variability.

The values of descriptive statistics calculateddiagnostic variables re-
lated to the category ‘living conditions’ are shownTables 4 and 5. Re-
gions were the most diversified in terms of retalles of goods per person,
and the least — in terms of average usable flaea af residential premises
per person.

Mazowieckie Voivodeship was the leader among Polisivodships.
The region achieved the highest values for fiveadigix diagnostic varia-
bles. In the case of the Belarusian regions, ttyeatiMinsk took the first
position four times.

Tables 6 and 7 provide the values of descriptiatissics calculated for
diagnostic variables from the category ‘social sphéPolish regions were
the most diversified in terms of the value of tlaiable ‘Unemployment
rate’, while the Belarusian regions in terms of tlaue of the variable
‘Number of doctors per 10000 population’.

The last two categories of QoL: ‘environment’ arwitural sphere”
were characterized by diagnostic variables wittn higriation (see Tables 8
and 9). In the ‘environment’ category, the leastofable situation con-
cerned theSlaskie Voivodeship. The regions included in the sieda
‘green lungs of Poland’, that is: Wanisko-Mazurskie and Podlaskie
reached the lowest values of destimulants in thiegory.

Diagnostic variables were stimulated and normalireztcordance with
formulas (1) and (2). Then, the regions were rardeglto the standardized
values of diagnostic variables. Ranks were usezhktulate the value of a
synthetic measure as the arithmetic mean of indalidanks, according to
the formula (3). Tables 8 and 9 provide the resoitthe ordering of the
Polish and Belarusian regions in terms of QoL catelliby rank method.

The highest level of QoL in 2016 was marked byNszowieckie Voi-
vodeship. In the capital of the region — Warsavarge part of the country's
economic, scientific and cultural potential is cenitated. Twelve of the
twenty-six diagnostic variables reached the highastes for this region.
On the other hand, the Warisko-Mazurskie Voivodeship was on the last
position.

The City of Minsk clearly stood out from the re$tBelarusian regions.
The main potential of the active population in teraf ability to work and
reproduce is concentrated in the capital. In aoldjtrevenues and, as a
conseqguence, consumption of various types of ssvgmuch higher. For
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the City of Minsk, eighteen of the twenty six diagtic variables reached
the highest values for this region. The last positivas taken by Vitebsk
Region.

Conclusions

The paper presents the results of statistical analpf regional disparities
in the values of selected indicators of QoL in stolind Belarusian regions.
The study encompasses sixteen Polish voivodeshipseaven Belarusian
regions. Due to the differences between the twanirims in terms of, e.qg.

the level of economic development, political systenultural backgrounds,
and because of the fact that the present paperpidotastudy, the two

groups were analysed separately.

The best QoL is offered by metropolitan regionsPlland, these in-
clude Mazowieckie Voivodeship with the City of Wawg Malopolskie
Voivodehip with the City of Cracow, Pomorskie Vodeship with the City
of Gdaisk. In Belarus, the City of Minsk was found to hdkie best QoL.
Low QoL is characteristic of less developed, peziphregions: Warms-
ko-Mazurskie Swictokrzyskie, Mogilev Region and Vitebsk Region.

Indicators classified to the specified categorie€QoL show different
levels of differentiation: from extremely high (XX2, X23), through mod-
erate (e.g. X14, X16, X19) to very low (e. g. X3).

Monitoring the QoL in regions, analysing interragab variations, and
seeking factors that could contribute to reduciogaseconomic inequali-
ties thus seem crucial. This is acknowledged bte sdathorities, institu-
tions which gather and analyse data, as well ascgow researchers. Eval-
uating QoL at the regional level is a particulasignificant task in the con-
text of socio-economic analyses.

The conducted research is a pilot project. Furihveestigations are to
develop synthetic measures of QoL by means of teelenethods of multi-
variate statistical analysis.
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Annex

Table 1. Diagnostic variables of QoL

. . . Type of
Symbol Diagnostic variable variable'
QUALITY OF POPULATION
X1 Net migration rate S
X2 Birth rate per 1000 population S
X3 Life expectancy S
X4 Infant mortality rate D
X5 Pre-working age population p&#000 persons of working age S
X6 Post-working age population pE900 persons of working age D
X7 Percentage of population with tertiary educagamployed in
economy (Polish regions) s
Percentage of population with tertiary educatiompleyed in
organisations (Belarusian regions)
X8 Number of deaths per 1000 population D
X9 Number of marriages per 1000 population S
X10 Number of divorces per 1000 population S
LIVING CONDITIONS
X11 Average monthly salary S
X12 Average usable floor area of residential presiger person S
X13 Number of passenger cars per 1000 population S
X14 GDP per capita S
X15 Retail sale of goods per person S
X16 Percentage of households below poverty line D
SOCIAL SPHERE
X17 Unemployment rate D
X18 Employment rate S
X19 Number of doctors per 10000 population S
X20 Number of nurses and midwives per 10000 pojmuiat S
X21 Number of persons injured in accidents at wagk 1000 employed D
X22 Number of offences per 1000 population D
ENVIRONMENT
X23 Emission of particulate pollutants by plantsigificant nuisance D
air guality
X24 Industrial and municipal waste water requirireptment discharged D
into waters or into the ground
CULTURAL SPHERE
X25 Audience in theatres and music institutions J8¥0 population S
X26 Number of museum admissions per 10000 populatio S

S — stimulant, D — destiumalnt
Source: own elaboration



Table 2. Descriptive statistics of diagnostic variables I ttategory ‘quality of

population’ — Polish regions

. Coefficient of
Symbol Min Max Mean variation (%)
X1 (S) -2.07 2.41 -0.38 326.78
Warminsko-Mazurskie Mazowieckie
X2 (S) -2.98 2.04 -0.40 355.61
t 6dzkie Pomorskie
X3 (S) 76.58 79.26 77.95 0.91
todzkie Podkarpackie
X4 (D) 3.27 5.86 4.18 16.60
Mazowieckie Lubuskie
X5 (S) 25.21 31.59 28.66 5.82
Opolskie Pomorskie
X6 (D) 29.20 37.00 32.48 6.36
Warminsko-Mazurskie t 6dzkie
X7 (S) 26.70 42.91 32.15 11.48
£ 6dzkie Mazowieckie
X8 (D) 8.98 12.14 10.09 7.85
Podkarpackie todzkie
X9 (S) 4.65 5.36 5.01 457
Warminsko-Mazurskie Pomorskie
X10 (S) 1.20 1.90 1.62 12.20
Podkarpackie Warminsko-Mazurskie,
Lubuskie

Source: own calculation based on the databaserifa@&tatistical Office (CSO).

Table 3. Descriptive statistics of diagnostic variables lie ttategory ‘quality of
population’ — Belarusian regions

. Coefficient of
Symbol Min Max Mean variation (%)
X1 (S) -1.75 4.96 0.37 793.15
Grodno Rregion City of Minsk
X2 (S) -3.52 2.65 -0.47 381.11
Vitebsk Region City of Minsk
X3 (S) 73.1 76.5 74.00 1.50
Minsk Region City of Minsk
X4 (D) 2.8 3.8 3.14 10.46
Vitebsk Region, Gomel Region Minsk Region
X5 (S) 267 344 310.43 8.15
City of Minsk Brest Region
X6 (D) 369 486 450.29 7.90
City of Minsk Vitebsk Region
X7 (S) 21.9 40.7 26.09 23.07
Minsk Region City of Minsk
X8 (D) 8.7 14.6 12.93 14.15
City of Minsk Vitebsk Region
X9 (S) 6.3 7.7 6.69 6.61
Vitebsk Region, Gomel Region City of Minsk
X10 (S) 3.0 3.8 3.40 8.02
Grodno Region, Brest Region  City of Minsk

Source: own calculation based on database of thmidd Statistical Committee of the
Republic of Belarus (NSCRB).



Table 4. Descriptive statistics of diagnostic variables he tcategory ‘living
conditions’ — Polish regions

. Coefficient of
Symbol Min Max Mean variation (%)
X11 (S) 3619.16 5240.86 3993.79 9.94
Warminsko-Mazurskie Mazowieckie
X12 (S) 24.2 29.9 27.11 5.58
Warminsko-Mazurskie Mazowieckie
X13 (S) 485.19 626.59 555.82 7.30
Podlaskie Wielkopolskie
X14 (S) 33371 77359 43765.31 24.81
Lubelskie Mazowieckie
X15 (S) 8597 40383 16295.69 56.77
Opolskie Mazowieckie
X16 (D) 8.5 21.3 13.32 31.34
Mazowieckie Podkarpackie

Source: own calculation based the database of CSO.

Table 5. Descriptive statistics of diagnostic variables he tcategory ‘living
conditions’ — Belarusian regions

. Coefficient of
Symbol Min Max Mean variation (%)
X11 (S) 241.2 445.0 285.51 23.49
Gomel Region City of Minsk
X12 (S) 22.5 29.7 27.14 8.24
City of Minsk Minsk Region
X13 (S) 267 352 310.14 8.74
Gomel Region Grodno Region
X14 (S) 6295.1 12960.0 8001.43 28.18
Vitebsk Region City of Minsk
X15 (S) 3251.7 11285.4 5274.77 48.13
Mogilev Region City of Minsk
X16 (D) 1.4 8.1 5.81 39.07
City of Minsk Brest Region

Source: own calculation based on the database GRES

Table 6. Descriptive statistics of diagnostic variables he tcategory ‘social
sphere’ — Polish regions

: Coefficient of
Symbol Min Max Mean variation (%)
X17 (D) 4.90 14.20 9.09 26.36
Wielkopolskie Warminsko-Mazurskie
X18 (S) 49.00 56.60 52.19 3.98
Warminsko-Mazurskie Mazowieckie
X19 (S) 35.97 71.32 52.59 18.87
Wielkopolskie Mazowieckie
X20 (S) 50.32 76.45 66.95 11.71
Wielkopolskie Slaskie
X21 (D) 4.84 9.17 7.38 16.50
Mazowieckie Warminsko-Mazurskie
X22 (D) 11.02 25.73 18.87 19.21
Podkarpackie Dolncilaskie

Source: own calculation based on the database 6f CS



Table 7. Descriptive statistics of diagnostic variables he tcategory ‘social

sphere’ — Belarusian regions

. Coefficient of

Symbol Min Max Mean variation (%)

X17 (D) 0.5 1.0 0.84 19.91
City of Minsk Vitebsk Region, Gomel

Region

X18 (S) 63.1 715 66.31 4.28
Gomel Region City of Minsk

X19 (S) 32.8 58.7 42.76 20.07
Minsk Region City of Minsk

X20 (S) 120.6 137.2 132.69 3.97
Minsk Region Grodno Region

X21 (D) 0.30 0.52 0.44 16.49
City of Minsk Grodno Region

X22 (D) 826 1203 974.57 11.68
Brest Region Minsk Region

Source: own calculation based on the database GRES

Table 8. Descriptive statistics of diagnostic variables e tenvironment’ and
‘cultural sphere’ categories — Polish regions

. Coefficient of
Symbol Min Max Mean variation (%)
X23 (D) 0.03 0.74 0.14 112.47
Warminsko-mazurskie Slaskie
X24 (D) 2.00 30.10 7.60 89.22
Podlaskie Slaskie
X25 (S) 100 716 332.50 54.76
Podkarpackie Dolncslaskie
X26 (S) 2412 29363 7674.49 90.86
Opolskie Matopolskie

Source: own calculation based on the database 6f CS

Table 9. Descriptive statistics of diagnostic variables lir tenvironment’ and
‘cultural sphere’ categories — Belarusian regions

. Coefficient of
Symbol Min Max Mean variation (%)
X23 (D) 145 60.33 10.38 196.52
Mogilev Region City of Minsk
X24 (D) 0.09 0.22 0.14 29.26
City of Minsk Minsk Region
X25 (S) 413.8 3976.7 1135.89 106.48
Minsk Region City of Minsk
X26 (S) 434 827 655.14 20.12
Mogilev Region City of Minsk

Source: own calculation based on the database GRES



Table 10. The ordering of Polish regions in terms of QoL 018
Synthetic

Region Rank
measure

Mazowieckie 3,85 1
Matopolskie 5,35 2
Pomorskie 5,75 3
Wielkopolskie 7,60 4
Podlaskie 7,96 5
Dolncslaskie 7,98 6
Podkarpackie 8,19 7
Lubelskie 8,71 8
Lodzkie 9,06 9
Lubuskie 9,12 10
Slaskie 9,52 11
Kujawsko-pomorskie 9,71 12
Zachodniopomorskie 10,10 13
Opolskie 10,44 14
Swigtokrzyskie 11,04 15
Warminsko-mazurskie 11,63 16

Source: own calculation.

Table 11. The ordering of Belarusian regions in terms of QoR016
Synthetic

Region Rank
measure

City of Minsk 2,40 1
Grodno Region 3,33 2
Brest Region 3,73 3
Minsk Region 4,38 4
Gomel Region 4,40 5
Mogilev Region 4,83 6
Vitebsk Region 4,92 7

Source: own calculation.
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Abstract

Research background:In the era of a digital revolution business envinemt is
transformed, and adapting to these changes is tedstem every economy. The
Internet, the progressive digitalization, the newsustrial relations and dynamic
interactions among different stakeholders are mgisiew challenges. Our study
compares the labor market demands on digital coenpats with digital skills
level of the individuals and employees in Europ€amntries. Recognizing the gap
between market requirements and digital competesugsly as well as identifying
the position of Poland against other countrieh@EU gives rise to the discussion
about the future of education policy and digitaingeetence development.

Purpose of the article:This paper aims twofold: (1) to provide an overviefithe
new trends in developing digital competencies coring the labor market chal-
lenges as well as (2) to compare and evaluateatlgfills level and labor market
challenges in European countries in this regard.
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Methods: The empirical part of the paper presents a comiparanalysis of digi-
tal skills in European countries based on pubktigtics of Eurostat. The second-
ary data set used covers multi-criterion informatétescribing the research prob-
lem. The data analysis is conducted by using thB9IS method.

Findings & Value added: The originality of this study lies in the comprebim
overview of the level of digital competences ofiuiduals against the level of
labor market digitalization and companies demandigital skills. Also, the added
value comes from the use of multiple criteria diecisanalysis methodology, in
particular, TOPSIS method, to the problem of maaguthe level of digital com-
petence concerning the companies needs and labsketmaquirements.

Introduction

Digital technologies have deeply remodeled waysl@hg business over
the past few years. Less than a decade ago madileed, social networks,
cloud computing or analytical capabilities of comigs were “in its infan-
cy,” and hardly anyone expected how deep they wafitett business pro-
cesses or social relations, including the laborketatKergroach, 2017).
Since 2011, the term Industry 4.0 has started towiokely used, after
launching of the German project in the manufactusector. Initially, the
term appeared at the Hanover Trade Fair as the famtige common initi-
ative of the representatives of business, poliog science promoting the
idea of strengthening the competitiveness of thenf@a industry. In the
literature, there are numerous definitions (MiulBuliga & Voigt, 2018).
According to Laskt al (2014) ‘Industry 4.0 describes the increasing digit-
ization and automation of the manufacturing envinemt, as well as the
creation of digital value chains to enable commatian between products,
their environment, and business partriers

The development of technology affects changes énsticio-economic
context and defines a new model of industry basedystem integration
and networking, especially by the integration obge and digitally con-
trolled machines into the Internet and informatiechnologies. Such ubig-
uitous flow of information resulting from the 4.6dustrial revolution re-
quires new competencies necessary on the laboremaakd thus poses
challenges for the education system in the infoionagociety.

The aim of this paper is on the one hand to prositd®verview of the
new trends in developing digital competencies coring the labor market
challenges, and on the other hand to compare aaldiage digital skills
level and labor market challenges in European cmstTo achieve the
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primary goal of the study, we conduct comparativalysis of digital skills
in 28 European countries based on public statisfiéaurostat. For the data
analysis, the TOPSIS method is applied. The remgisiections of this
paper are structured as follows. In section 2, werige the theoretical
background on digital competence supply and dermapdrspective of the
fourth industrial revolution. Section 3 introdudége research methods and
methodological procedures for the data analysis. fésults and discussion
are presented in Section 4, followed by the conmhss

Digital competence supply and demand in perspectivaf the fourth
industrial revolution - literature review

In connection with the advancing digital revolutiatigital competences
play an increasingly important role in both sociabd business. The con-
cept of digital competences is defined differentiythe literature. Ferrari
(2012, pp. 3-4) defines digital competence the ‘set of knowledge, skills,
attitudes (thus including abilities, strategies,ues and awareness) that
are required when using ICT and digital media tafpen tasks; solve
problems; communicate; manage information; collater create and
share content; and build knowledge effectivelyiciefitly, appropriately,
critically, creatively, autonomously, flexibly, athlly, reflectively for work,
leisure, participation, learning, socialising, camsing, and empower-
ment”

The shaping of digital skills is the subject of madocuments devel-
oped by the European Union, which analyze the psxgof the Member
States in the field of digital competitiveness Ipplging the complex index
DESI (The Digital Economy and Society Index) (Ewgap Union, 2018).

Analyzing the impact of the fourth industrial rewtbn on the labor
market, various studies on current trends and @hgédls exist. For example,
research conducted by the Boston Consulting Gr&@QGS) points to the
positive effect of the “Industry 4.0” concept oretlabor market. BCG
forecasts employment growth by 6% by 2030, which lvé based primari-
ly on the growing demand for a highly qualified wimrce in the machine
and automotive industry (Boston Consulting Groupl%). According to
other forecasts, employment will be reduced. Thedjgtion is explained
by the fact that after achieving the expected pectdity at the current level
of orders, smart factories will need fewer empleyéechlund, Hammerle
& Strélin, 2014). The study also shows that with ttevelopment of tech-
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nology, employees with low skills will retrain tagks that are not suscepti-
ble to computerization, i.e., those that requireative and social compe-
tencies. These employees will be forced to acquneative skills (Frey &
Osborne, 2017). The combination of skills needednodern societies is
becoming more complex and will evolve as work emwments with in-
creased technology development, requiring futureegeions of employees
to develop digital skills and lifelong learning aptunities at an early age.

Data and research methodology

The problem of digital competencies and their messent concerning the

supply and demand side is a kind of compound idsuerder to analyze

the specifics of labor markets in EU countries adicry to technological
development and digital competence needs of corepaaud the digital
skills level of individuals, we established thregagories to be measured:

1. Labor market 4.0 - described by a set of indicators characterizivg
market specificity in each UE country, primarily terms of the pres-
ence of the modern technologies sector and thdahildy of IT spe-
cialists.

2. Society 4.0 — showed by the level of digital skills and the ué IT tools
in the daily life of individuals, as well as thedtriving to developing
such skills.

3. Companies 4.0 - a research category assessed by features tmande
strate the importance and the use of IT tools endfly-to-day operation
of the companies what influences the demand fatadligkills.

The data used in analysis were collected from th®i@ statistic of Eu-
rostat. The list of the variables used in the stadiude table 1.

The TOPSIS algorithm is one of the most easy-agptiethod for solv-
ing complex problems. It belongs to Multi-Criteiecision Aid (MCDA)
or Multi-Criteria Decision Making (MCDM) methods,hich offers a vari-
ous range of useful tools enabling to evaluateesssand rank alternatives
across diverse area (Yoon & Hwang, 1995). Compasisgetween Europe-
an countries with the use of TOPSIS method haven hesented by
Dinger (2011), Masca (2017). Some of the papetedb the digital econ-
omy Ardielli & Halaskova (2015), Balcerzak & Piediz(2017).

TOPSIS was initially developed by Hwang and Yoo88Q) and is de-
fined as ‘an approach to identify an alternative which issget to the ideal
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solution and farthest to the negative ideal solutio a multi-dimensional
computing spacgQin et al., 2008, p. 2166).

The methodological procedure starts with forming thitial matrix of

all alternatives (countries in our case) in terrheach criterion (variables),
and its normalization. In opposite to, e.g., clustealysis methods, TOP-
SIS does not require attributes to be independemerf & Hwang, 1992).
Then the normalized decision matrix has to be wemiNext, one needs to
determine positive and negative ideal solutionsefwh attribute and calcu-
late the separation measure according to n-dimeakkEuclidean distance.
Finally, the aggregate index, combining all staytaitributes, for each al-
ternative is being calculated. After that, the eabf the total measure the
ranking of countries is delivered (Yoon & Hwang819pp.130-132).
The value of aggregate index is in the range betvieg. The higher score
reflects a higher level of the studied phenomemank shows the position
of each UE countries in term of three analyzedessin order to divide
countries into similar groups due to the aggredadex level, we use the
simple algorithm, splitting objects into four classas follows:

C+S.<C; <cpax Iclass
c<(C =c+S5, Il class
c—S.<C; <¢ Il class
Cmin <C; <c—S;. IVclass

where ¢ is a mean of aggregate index &hds its standard derivation.

Research findings and discussion

The first rank for a Labor market 4.0 performanslates to supply and
demand side of the market due to the presencelofivdogically advanced
companies and IT specialists and includes compagniggrience in filling
vacancies for IT specialists during the recruifimgcess. This category
differs from the next others, not measuring thel®f digitization of socie-
ty and enterprises exclusively.

The highest score reached Western European cauntredand, Fin-
land, Spain, Sweden, and the United Kingdom. Nexhis group is Esto-
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nia opening the Il class countries. Our researclwslthat Estonia gained a
high level in all three categories measured andhitjeest score concerning
other post-communist countries. In fact, Estonia tmade tremendous pro-
gress in the field of digitization and in 2018 itasvrecognized by the
“Wired” magazine as the most digitally advancediedycin the world. In
turn, the worst labor market situation is notedliea Czech Republic and
Latvia.

The second rank concerning a Society 4.0 showsadligkills level of
individuals. The best scores of synthetic measteeohserved in Finland,
Luxembourg, Sweden, and Denmark. These outcomefrraotie results
of DESI (2017). The worst level of digital skillspresents individuals from
Cyprus, Romania, Croatia, Italy, and Bulgaria. Rdlds also below the
average of the UE. These results are in line wHSDas well.

The last category taken into consideration refer€ampanies 4.0. The
results obtained by the countries in this categweyhighly correlated with
the previous outcomes - Society 4.0. The highestl lef use IT tools in
business operation is in Finland, Denmark and ueebegly in Slovenia.
Among countries with the lowest score of companwigitalization are
Greece, Hungary, Poland, Romania and Bulgariavéradl, Poland gains
poor outcomes in terms of both digitalization af imterprises and society.
Similar place in the ranking have such countries Romania, Latvia, and
Greece.

Conclusions

The challenges of the modern era of globalizatagether with the fourth
industrial revolution create many opportunities aimekats. Automation of
production, the digital revolution, robotizationaahine learning, and fur-
ther technological progress have a significant ichman the labor market
and the demand for digital competences, and aldbdegdal skills.

The aim of the paper was to provide an overviewhefnew trends in
developing digital competencies concerning the rdaiparket challenges
and to analyze digital skills level and labor margeallenges in European
countries. The results showed that the combinatfakills needed in mod-
ern societies is becoming more complex and willvevas work environ-
ments with increased technology development, raguiuture employees
to develop digital skills and lifelong learning appunities. Based on the
public statistics of Eurostat of 28 European cdasta comparative analy-
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sis of digital skills was conducted. The data usethe study referred to
Labor market 4.0, Society 4.0 as well as to Congma4iO.

The results showed a varied level of digitizatidncountries in these
three categories. Our findings are consistent wattious recent streams of
other empirical studies that have demonstratedaatedifferences in actu-
al digital skills among the population, dependimgezonomic, educational,
geographical, and demographical disparities (G0Q72 Van Deursen &
Van Dijk, 2008). Future studies can be targetedatow the research ques-
tion on how companies and society can supportadig@tmpetences devel-
opment.
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Annex

Table 1. List of the variable used in the research

L abor market 4.0

Employment ratés

Science, mathematics and computing, engineeringufaaturing and construction profile of
educatioft

Employed ICT specialists

High-technology sectots

Enterprises that employ ICT specialists

Enterprise had hard-to-fill vacancies for jobs iieqg ICT specialist skills specialists
Enterprise had no hard-to-fill vacancies for jobguiring ICT specialist skills speciali$ts

Society 4.0

Never use of computer

Frequency of computer use: daily

Frequency of computer use: at least once a weekevery day)

Frequency of internet access: once a week (inaiuerery day)

Used internet storage space to save documentsrgscimusic, video or other fifes
Individuals who have low overall digital skills

Individuals who have above basic overall digitalisk

Individuals carried out free training provided hybfic programs or organizations to improve
skills relating to the use of computers, softwaragplication$ ’

Individuals carried out training paid or provideglthe employer to improve skills relating to the
use of computers, software or applicatiohs

Companies 4.0

Enterprises with a websfte

Enterprises sending invoices, suitable for autothptecessiny

Enterprises using any social média

Buy cloud computing services used over the intérnet

Enterprises analyzing big data from any data séurce

ICT functions are mainly performed by own employees

The support for web solutions is mainly performgcekternal suppliefs
Enterprise provided training to their personned¢oelop/upgrade their ICT skifls

12016 for ltaly,? lack of data for the United Kingdom — approximated a base of
European Union mean valu2016 for UK,* percentage of total population from 15 to 64
years,® percentage of total populatiofi,percentage of all enterprises without financial
sector - 10 persons employed or motgyercentage of all individualé, percentage of
individuals aged 25 to 64 who are employees, saffleyed or family workers, percentage
of total employment

Source: own elaboration based on the data fromdfairo
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Abstract

Research background:Intrastat system was introduced in Poland afterctha-
try’'s accession to the European Union. As a sysbérofficial EU statistics, it
contains data collected by member states aggreat&dirostat on Union’s level
in the form of COMEXT database. Country-level data based on declarations
made by businesses dispatching or acquiring gaoas 6ther EU member states.
Since the same transaction is declared twice: amtas-Community supply of
goods (ICS) in one country and at the same timanamtra-Community acquisi-
tion (ICA) in another country by the partner thetadmse contains mirror data.
Analysis of mirror data lets us assess quality wflig statistics data on interna-
tional trade.

Purpose of the article: The aim of the article is to prepare an EU mensates
ranking according to quality of data on intra-Conmityi trade in goods collected
by Intrastat. Foreign trade stimulates economicettggment on one hand and is
the development’s reflection on the other. Thus ivery important that official
statistics in this area be of good quality. Anadysi mirror data from partner states
in intra-Community trade in goods allows us to rlahat not every member state
provides data of satisfactory quality level.

Methods: In the article we used authors’ own methodologpsdessing quality of
mirror data. This includes data asymmetry indidedh proposed by Eurostat and
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authors’ own proposals. We have also examined tlamges in the above men-
tioned rankings over time.

Findings & Value added The result of the survey is a ranking of EU membe
states according to quality of data on intra-Comityutnade in goods. The rank-
ings are presented over the period of 2014-201iTnglwhich there were 28 mem-
ber states of the EU. Changes in distinct couritpesitions were shown as a re-
sult of changes in overall quality of statisticakal collected in these countries. The
research methodology can be used in the proces®oitoring data quality of the
Intrastat system.

Introduction

Foreign trade stimulates economic development am flend and is the
development’s reflection on the other. Thus itespwimportant that official

statistics in this area be of good quality.

These data are used to assess the economic sitohtogiven state and in
the process of creating strategies both at thetoplevel and for the entire
European Union. This is why Eurostat, together \thi national statistical
offices, attaches great importance to monitorind @mproving the quality

of intra-Community trade data.

The Intrastat system was introduced in 1991 bynCibiRegulation No
3330/91 (7 November 1991) on the statistics regatim the trading of
goods between Member States and has been appligiabke 1993. Since
then, international trade in goods statistics a&ged on two data systems:
for intra-EU and for extra-EU trade statistics. lBxEU trade data, which
relate to the trading of goods with non-member tdes, continue to be
collected by customs administrations, whereas robsghe intra-EU trade
data are directly collected from traders within therastat system (Euro-
stat, 2017b).

Intrastat system was introduced in Poland afterabuntry’s accession
to the European Union. As a system of official Batistics, it contains
data collected by member states aggregated by tatias Union’s level in
the form of COMEXT database. Country-level datalzaeed on statistical
declarations made by businesses dispatching oiframgoods from other
EU member states. Since the same transaction lgreédwice: as an intra-
Community supply of goods (ICS) in one country amdhe same time as
an intra-Community acquisition (ICA) in another oty by the partner the
database contains mirror data. Analysis of miraadets us assess quality
of public statistics data on international trade.

The topic of mirror data quality is the subjectnoimerous publications
of national statistical offices or Eurostat. Ithewever rarely raised as the
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subject of scientific research. Foreign trade tuemds an important param-
eter and is used in various analyses, diagnoses@mbmic forecasts. It is
therefore crucial for a researcher to be able tonate the true value of
foreign trade within and outside the EU. The sdiientiterature more often
presents the results of research concerning fottegle itself, its size and
dependence on various factors, and the qualityate & usually neglected.

For example, the goal of article by Brodziekial (2015) was to inves-
tigate the determinants of the intensity of Poégports to its trade partners
(country level). The analysis was carried out f84 2rade partners of Po-
land in the period 1999-2013 with the use of pamality modelling. The
impact of standard determinants of gravity inclgdpartners size and dis-
tance on the dependent variable (level of expagtlighly statistically
significant and in accordance with general expawntat The impact of size
similarity has not been proven. Adjacency has aisbhnd positive impact
(EU membership).

The problem of discrepancies in mirror data hag loeen noted by re-
searchers, and literature can be divided into #iexa works, especially
concerning the modelling of an unknown, true stritestand size of trade
between countries, and application works concerfongign trade research
on specific countries or trade within groups of moes. Parniczky (1980)
indicates that such research was carried out at Eace the 1920s, and
Tsigaset al (1992) date it back to the 1880s. However, akthauthors
acknowledge that a consensus among economiststatigticdians on the
need to investigate the mismatch between mirroa das been present
since the 1960s. In his work (Parniczky 1980), dbéhor primarily points
out that matrices of data on exports and impogsat equally useful, as it
might seem. Although most practitioners have fagduthe use of export
information, he argues that the use of a modifiegddrt matrix is a better
solution. Consequently, according to such a phpbgo in the study of
discrepancies between mirror data, it is the impgrside that should be
given more credit.

The paper (Tsigast al,, 1992) and other works by creators and users of
the GTAP model (Purdue University) and (Ten Catk42@re examples of
theoretical articles. The article by Tsigetsal (after Parniczky) points out
the causes of discrepancies: the time of registraif transactions, differ-
ent levels of interest of customs and public diafis classification errors,
transport and insurance costs, inclusion of tragibther reasons are er-
rors in determining the country of origin or shigmechanges in exchange
rates during the reporting period or intentiondlans, listed e.g. in the list
of reasons for the occurrence of discrepanciesenpaper by Hamanaka
(2012), which is an example of application workeTduthors of the next
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application study, Ferrantino & Wang (2008) use mtheasure of asym-
metry, which is a slightly modified version of theeasure being the basis
of the aggregate index presented later in this p@biaough they incorrect-
ly describe the formula). These authors then ugmaetry measurement
in (Ferrantincet al,, 2011), among others, to detect evading custaukad
rations.

Since intra-EU trade statistics are based on statisdeclarations of
businesses, social and emotional factors in hunséinityg should also be
borne in mind (Baran & Markowicz, 2018b). Thesauéss are considered
within behavioural economics, initiated by Simooéncept of limited ra-
tionality (1972).

Behavioral effects make the data less reliableraack difficult to use,
which is an important reason for searching for appate methods of data
guality assessment.

The aim of the article is to prepare an EU mengiates ranking ac-
cording to quality of data on intra-Community tradegoods collected by
Intrastat. Analysis of mirror data from partnertegain intra-Community
trade in goods allows us to claim that not everynimer state provides data
of satisfactory quality level. It should be strasskat the quality of data
collected in a given country affects the qualitydata in the trading partner
countries. Therefore, improving this quality in BIU countries is a priority
for Eurostat.

In the article the authors’ methodology of assegsjuality of mirror
data was used. This includes calculating data agtngnndices, both pro-
posed by Eurostat and authors’ own proposals. We Ao examined the
changes in the above mentioned rankings over time.

The result of the survey is a ranking of EU mendiates according to
guality of data on intra-Community trade in goodlke rankings are pre-
sented over the period of 2014-2017, during whiwrd were 28 member
states of the EU. Changes in distinct countriesitmms were shown as a
result of changes in overall quality of statistickdta collected in these
countries. The research methodology can be uséniprocess of monitor-
ing data quality of the Intrastat system.

Research methodology

The study used data on intra-Community suppliegoofds from EU mem-
ber states and its mirror data on intra-Communityugsitions. Mirror data
(Baran & Markowicz, 2018a) for two countries A aBdshould be under-

stood as follows: it is the amount of goods decldrg a country A based
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business as dispatched from country A to countryam] acquisition of
goods declared in country B as originated from ¢&quA (or goods ac-
quired by country A based business from countrgdlared in country A
and goods declared as supplied from country B toitg A, declared in
country B).

Data from 2014-2017 were obtained from Eurostagmext database.
The database is updated on an ongoing basis oaagath have been col-
lected by the national statistical offices. Thelgsed data were download-
ed on 18 November 2018.

Examination of the quality of data concerning &ad goods between
EU countries is possible thanks to the method #écting these data. The
information is derived from declarations made bfitexs engaged in intra-
Community supplies of goods (ICS) or intra-Commyratquisitions of
goods (ICA). Data are transmitted from individuamber states to Euro-
stat. They constitute the Comext database, whieh tontains mirror data
on transactions between all pairs of countries.

Data quality testing is based on an analysis efdifferences between
mirror data or asymmetries. Eurostat (2017a, 20proposes to use the
following asymmetry index:

QWA = ZAU_uA (1)

where:

E,y — declared value of dispatches (supply) from aguatto all other EU mem-
ber states combined,

Iy4 — declared total value of acquisitions by all otB& member states delivered
from countryA (mirror data),

Epp+I
K =%OFK =IBA OrK =EAB'

We call this index ‘general’. What we propose @ast is an approach
using absolute differences between exports andomimports. Such an
approach allows for the cumulation of all discrepas and avoids the bal-
ancing of positive and negative differences. Aflatlepancies are thus taken
into account. The authors’ indicator is called thggregated’ data asym-
metry index (mirror data quality index) and is w&it as:

n
_ Ei=1|EABi_IBiA|

AU
We X

(2)
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where:

E,p, — declared value of dispatches (supply) from cguAtto countryB;,

Ig,o — declared value of acquisitions by courBrgelivered from countr (mirror
data),

K = 2?2151431:131-,4

The aggregate index takes values from the range @r¢to 2. The higher
its value, the lower the quality of the analysethda

The survey was conducted for 28 EU countries it420017. The last
country to join the EU was Croatia. It has beeneaniper since July 2013,
so 2014 is the first year with complete intra-Comityitrade data for the
whole group of 28 member states. For each couattyaggregated data
discrepancy index (2) was calculated for the y@8ist to 2017. Countries
were then ranked according to the value of thexrideeach year. This
resulted in joint rankings of EU member states ediog to the quality of
ICS mirror data in 2014-2017. Such a compilaticovehhow the quality of
each country's data has changed in relation ta cthentries.

Results

The positions of the EU member states in the rayskivy quality of intra-
Community trade data for the period 2014-2017 hoeve in Fig. 1. These
positions change more or less over the period densil. First of all, atten-
tion should be paid to two countries: Cyprus andtdarhey invariably
ranked in the last two positions in the rankingjclihindicates the lowest
guality of data on trade with other EU countriegr@any, Austria, Roma-
nia and France are among the top ranked coun&regher group of coun-
tries includes: Bulgaria, Belgium, the Netherlan8pain, Great Britain,
Italy, Hungary, Sweden, the Czech Republic, Poland Slovakia. These
countries changed their ranking positions in tharyeunder analysis, and
the above list reflects the ordering from 2017 {jpwss from 5 to 15). The
most significant changes in rankings from 2014 @d72can be observed
for Finland, who lost 10 positions (rankeli@ 2014 and 18in 2017) and
Estonia (who gained 7 positions over this four-ypariod). This means
that quality of data as compared to other MembateSthas risen for one
and fallen for the other of those two neighboudogntries.

The positions occupied by many individual coumstrdhanged in the
analysed years. This is due to a similar levelatbdjuality indicators (Fig.
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2). The values of indicators for most countries eveimilar and in 2017
ranged from 0.055 (Germany) to 0.160 (Portugalyh8ly higher values of
the indicator (approx. 0.2) were reached by Ladwid Croatia in 2014, and
by Luxembourg and Croatia in 2017. On the otherdhautliers are ob-
served in the case of Malta (an increase from Ot8&0520) and Cyprus (a
decrease from 1.041 to 0.578). Unfortunately, exdepthe latter there
was no spectacular decrease of the index (or isered data quality)
among EU countries.

It should be added that the value of the diffeeeimc mirror data (de-
clared ICS of the analysed country and declared ¢CAs trade partners)
usually depends on the value of the ICS of the wguherefore, the dis-
crepancy of data alone cannot be identified withlével of quality. Larger
ICS may result in a higher data discrepancy, betdifference in mirror
data may still be a small part of the ICS valuee§eh considerations are
illustrated in Fig. 3-4. It turns out that in 20ft¥ere was a strong positive
correlation between the difference between theamidata and the ICS
value for the EU-28 countries. On the other hahdre is no correlation
between the data quality indicators and the vafubeICS. This confirms
the usefulness of using indicators in analysing thality of intra-
Community trade data.

Conclusions

The authors have created a ranking of EU countigesrding to data quali-
ty for both ICS and ICA for 2017 in an earlier wottowever, these two
rankings don'’t perfectly fit each other. It appears have, somewhat unin-
tentionally, tested the stability of our rankingeowa period of constant rec-
onciliation and updates of database. Fig 5 presanténg of EU member
states according to ICS in 2017 for provisionabdddwnloaded in April,
2018 (on the left) compared to the ranking for shme period, but created
with latest possible data available at the timevofing (database snapshot
was from November, 2018). The overall sum of updlatechanged figures
exceeds EUR 24.3 billion which accounts for over7#% of overall intra-
Community trade in goods for the period. And itseaiunexpected chang-
es within the ranking positions of several coustrfiBulgaria gains seven
positions while Sweden loses 5, and Poland or hdbse 4 positions in the
ranking). Same holds true for ICA reported in Cotndatabase. All this
leads to a conclusion that a researcher canngbresgsional data on trade
without serious consequences like changing a hageqgb the ranking as
database improves. On the other hand, it mightnberdsting to observe
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how the data converge from a raw and incompletie statheir final and
correct form. We could also examine whether theliguaf data really
grows in the process and asymmetries in mirror daésh.

Unfortunately, comparing database figures storeglagibus points in
time is not an easy task, since Eurostat does isetminate versions of
their database prior to updates. The only way boothe whole process
of reconciliation and convergence of the intra-Camity trade database to
its final form would be to download the whole oét@omext data affected
after every update (nominally the updates are paéd once a month) in a
bulk, store it locally, and compare with previousgshots on a regular
basis. We plan performing such a task for individeesars of 2017-2020
period in order to find a stable, global schemawéh convergence if it
only exists.

In conclusion, research on intra-Community traaiees specific prob-
lems. First of all, they concern the quality antlatglity of the data. As
indicated in the article, statistical data are lemet with various types of
errors, which are the cause of discrepancies teatasy to identify. Due to
the importance of the data in economic analysis,qtality of the data is
constantly monitored by national statistical officend the Eurostat, the
statistical services are working every day in otdemprove data on trade.
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Annex

Table 1. Correlations between ICS and absolute asymmetriescerrelations
between ICS and index of mirror data quality over period of 2014-2017

Correlation between |CS and

Year absolute difference aggregated index
between ICA and ICS of data quality
2014 0,9680 -0,2886
2015 0,9662 -0,3193
2016 0,9598 -0,3295
2017 0,9684 -0,3742

Source: own calculations.

Figure 1. Changing positions of EU member states in rankiogpading to ICS
mirror data quality over the period of 2014-2017

DE DE

1
FR 2 2 AT
AT 3 RO
NL 4 4 FR
RO 5 5 BG
HU 6 BE
GB 7 NL
FI 8 ES
cz GB
ES o IT
IT 1 HU
BE 2 SE
SE 3 ¢z
GR 14 PL
BG 5 5 SK
PL 6 LT
PT 7 DK
IE 8 Fl
SK 9 EE
S| 0GR
LT 1 IE
DK 2 LV
LU 3 Sl
HR 4 PT
LV 5 HR
EE ——26 LU
MT 27 7 7 7 MT
cYy 28 8 8 8 CY

2014 2015 2016 2017

Source: own calculations.



Figure 2. Values of ICS mirror data quality index for EU ctiigs over the period
of 2014-2017
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Source: own calculations.

Figure 3. Differences between EU countries’ mirror data carmeldi vs. ICS in
2017 (in EUR)
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Figure 4. Mirror data quality index vs. ICS in EU countries2017 (in EUR)
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Source: own calculations.

Figure 5. Comparison of rankings of EU countries accordingitoror data quality
in 2017 calculated with data downloaded in Aprill8Gand in November 2018
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Abstract

Research background:Milk is a general agricultural commodity and playery
important role in the nutrition of the populatidvlilk is distributed through stages
of milk supply chain before it reaches the finahsomer. All stages have signifi-
cant impact on its price. Therefore, relationshia milk supply chain affects all
subjects operated at the market.

Purpose of the article: Article is focused on the market of cow's milkStovakia
in period January 2000 - December 2017. Main rebeamm is to evaluate price
transmission between the sale and consumer mitk mithe supply chain.
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Methods: Using the Augmented Dickey-Fuller test and thentagration test is
verified the stationarity and cointegration of titae series of sale and consumer
milk prices. The Error Correction Model (ECM) ispdipd to estimate the price
transmission effect.

Findings & Value added In period 2000 to 2017 was the average milk sptee

in Slovakia 43.25 EUR/100kg and consumer price ®a<l6 EUR/100kg. The
“price scissors” between milk sale price and corsuprice increased mostly dur-
ing the first years of analysed period, contrarwligy the end of period had been
decreasing. The difference between consumer ardidi! price was not constant
during estimated period. The time series of satta@msumer milk prices are non-
stationary and cointegrated. Based on statistesllts we can state that change in
the consumer milk price of examined month was &éfédy a change in the sale
price of the examined month and also with one mdetfiore. Change of sale milk
price during examined month had 13% impact on coesumilk price change
which occurred in the same month. Change in thewmer price of milk by 17%
in estimated month was transferred from changeilif sale price, which occurred
one month before.

Introduction

Although milk plays very important role in the ntion of the population,
we are observing its constantly declining consuampth Slovakia. Milk is
distributed through many subjects of milk supplgichbefore it reaches the
final consumer. All articles have a significant @mgp on its price. Every
change in the price of milk is transferred diffehgrto the consumer.
Therefore, it is needed to follow the price chantfest occur along the
supply chain of milk.

The Slovak milk market is affected by governmernernventions. The
abolition of milk quotas negatively affected Slovfakmers, since currently
their producer milk prices are higher than pricesother EU countries.
Because of these fact Slovak dairy products willréelaced out of the
market by cheaper imported products. Russia's pteewf reaching self-
sufficiency meant restrictions on imports of mitkrh the whole EU. This
has formed surpluses of milk on the EU market bizae pressed milk pric-
es down. The significant increase in butter prisealso linked with the
Russian ban, but mainly with the market integratiddmAmerica that has
caused this increase (see Newton, 2016, pp. h7-71

The gradual changes in the CAP in the EU havededdreater focus on
the dairy industry. As a result, the volatility wiilk prices has increased
significantly. Bergmanret al. (2016, pp. 1-23) proved that both volatility
and prices are evidently transmitted between thedwmutter market and
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the EU butter market. Shocks in the butter markette@ansmitted to palm
oil volatility. Price changes of crude oil affecord butter prices and also
global volatility in the butter market. Tadesgeal. (2014, pp. 117-128)
also confirmed the interconnectedness of the fewmergy and financial
markets. Volatility of food prices is explainablaedto changes in the fi-
nancial and energy markets. As a result of crublprime volatility, there is

a stronger volatility of food prices and the morassive the financial spec-
ulations, the more extreme the price spike.

Weldesenbet (2013, pp. 512-524) studied produdeo)esale and retail
prices on the Slovak liquid milk market. Using caity test he clarified
that for the 1993-2010 horizon, producer milk psicgause changes in
wholesale and retail prices. Bidirectional caugalitas verified between
wholesale and retail prices of milk. The Slovakuldymilk market is char-
acterized by asymmetric price transmission in keitbrt and long term.
The same results confirming the asymmetric (incete)l price transmis-
sion in the milk market were also drawn by Serr&&odwin (2003, pp.
1889-1899) on the Spanish market and by Szajndr7(26p. 3-23) on the
market in Poland.

Asymmetric price transmission is more frequent liacfice than sym-
metric. It is also proved by a study of 282 produatcluding 120 agricul-
tural and food products. The study proved, thatathanmetric price trans-
mission occurs almost always, while symmetric isegutional (see Meyer
& Cramon-Taubadel, 2004, pp. 28-31).

Research methodology

The database of the applied research consistanef sieries of monthly
price data, specifically:
— monthly sale price of milk in EUR/100kg and
— monthly consumer price of milk in EUR/100kg.
The data are obtained from the Agricultural Payhggncy of Slovakia and
the Statistical Office of the Slovak Republic amd processed in the Gretl
program.

The Error Correction Model (ECM) was applied.  déb variables
(price time series) have to be:
— non-stationary and at the same time integrateddsrd., I(1) and
— cointegrated.

First step is testing the stationarity of variabl@he Augmented Dick-
ey-Fuller test (ADF), called a unit root test, sed to test stationarity and
to examine the presence of a unit root in a timeseespectively to exam-
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ine the order of time series integration. If thexe unit root in price time
series, the time series are non-stationary. Eaatemariable is tested by
the ADF test separately.

Model hypotheses for testing the stationarity ef 4DF test:

HO: § = 1 time series has a unit root (i.e. non-stationary).
H1:5 <1 time series does not have a unit root (i.eicstaty).

The ADF test requires to specify the number of yieléhe Akaike in-
formation criterion will be used for this purpoSehe acceptance or rejec-
tion of the null hypothesis depends on the F tegistic, which is calculat-
ed for the model and compared to its table value.

The cointegration test is used to verify whether o time series are
cointegrated, i.e., whether they move togetheinme tor not. If the varia-
bles are cointegrated, there exists a linear coatioim of these variables,
that is stationary. Thus, this test is used todettationarity of linear com-
bination of two examined variables. The linear corabon of variables
represents residuals from their regression (coiatem regression) which
are tested by ADF test.

Cointegration test is applied to determine thetimta between varia-
bles. When the short-term relationship between inaaiéables is revealed,
the long-term relationship is also examined. Thegiterm relationship
allows to identify long-term balance of the obserpeice pairs. Cointegra-
tion shows the long-term balance, while there mighho short-term corre-
lation between variables.

The pair of prices subjected to the cointegratést has the following
form:

P1=0(+,3P2+E
€=P1—(Z—,BP2

Where: P1 - price time series of one level of f@ogply chain; P2 - price time
series of another level of food supply chain

If the model variables are stationary and cointisgtathere is a long-
term equilibrium relationship between them, it @sgible to quantify all the
necessary parameters which determine this reldtion¥he quantification
is done by estimating the Error Correction ModeC{B. A great ad-
vantage of the ECM model is the combination of ghert-term (first dif-
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ference) and the long-term relationship (correctioember) between the
variables into one equation.

The ECM of price pair in the milk food vertical cae defined as fol-
lows:

Where: p£f - consumer price of milk in logarithmic form$™- sale price of
milk in Ioganthmlc form; pfPM | pSEM - lagged pricesA - first difference,
Ap =p; —pi—1; YV . P, 6,6, p - parameters estimated by modgl; error term.

The equation coefficients can be interpreted devial:

- B — when entering the logarithms of prices into nhothés member is
interpreted as the long-term elasticity of the coner milk price in rela-
tion to the sale milk price. It is a cointegratiooefficient that deter-
mines how many percent of change in price is trétasthover a long
period from a certain higher level of food vertitaits lower level.

- 6 — the error correction coefficient determines tleviation rate at
which the deflected value of the consumer milk @rieturns to the
long-term equilibrium relationship with the salekmprice.

- & — the coefficient of short-term change gives tlasteity of the lower
segment in the vertical (consumer) in relationh® price of the higher
segment (processor) in the vertical in the shorhtdt represents the
percentage adjustment of consumer milk prices after percent (1%)
of price shock in sale milk price.

— p — autoregression coefficient indicates how a chawfgthe consumer
milk price influences consumer milk prices in thexntime periods.

Results

Milk has been known as an important part of outyddiet, across all na-
tions, rich in proteins, but also in fat and sug&®east milk contains sig-
nificantly bigger amount of these substances tlen dow's milk. Milk
contains vitamins D and K which are essential fomds, as well as iodine,
vitamins A, B12, selenium, magnesium, potassium raady others. Milk
can be obtained from various animal sources — nigtfoom cows, but also
from sheep and goats or lambs or even camels. @5epthe most con-
sumed is the cow's milk, which is used for the paion of butter, yo-
ghurts, cheese and other dairy products.
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Table 1 displays the overview of prices in Decendhaing the period
2000-2017 at the sale and consumer level. Thereadcalated differences
between sale price and consumer price called ae pdissors. These gaps
expanded particularly in the early years of thengirad period and on the
contrary they were diminished at the end of tharérad period. The dif-
ference between the sale and the consumer priceillofis certainly not
constant over time (see Figure 1). The averagegmeaear decline in the
sale price of milk, calculated from the Decemberade 0.35%, while con-
sumer prices increased every year by 0.7% on agerag

Calculated descriptive statistics of the price tseeies are displayed in
Table 2. The average value of sale price of milk Wa.25 EUR per 100 kg
in the period 2000-2017, while the average consupniee was higher —
consumers paid on average 73.46 EUR per 100 kgilkf The standard
deviation is not too high, which means that indixtiprice data are not too
far from the average of our sample. Table 2 alsmvshvalues of kurtosis
and skewness of price time series. The total nurmbebservation of each
variable is 216.

Before the application of ECM model, we displaykd tlevelopment of
time series graphically in order to support a pngstion of the possible
cointegration relationship of the considered pricespectively to reject
this presumption due to the different price treddselopment of time se-
ries is graphically displayed. Figure 2 graphicdllystrates the logarithms
of monthly price time series in analysed years. @éeeclopment of prices
is not similar and there are observed small diffees in development.
Based on this is neither possible to reject themal cointegration rela-
tionship. Therefore, the ECM procedure is applied iaterpret the conclu-
sions.

Test of stationarity

In order to implement the ECM model of the sale amalsumer price of
milk, two conditions must be satisfied. Accordimgthe first condition the
variable should be non-stationary and integratent@dér 1. The assumption
of non-stationarity is tested separately for eaghable by the following
ADF test. Similarly, the ADF test is also appliedthe first price differ-
ences in order to see if they are integrated oérofd— thus to find out
whether just one difference is enough to make thdahvariables station-
ary.
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Hypotheses formul ated for the ADF test

Null hypothesis HO:5 = 1 price time series has a unit root — it is non-
stationary.

Alternative hypothesis H1§ < 1 price time series does not have a unit
root — it is stationary.

Taking into account the ADF test values calculdtedhe sale and con-
sumer price in a model with constant (see Tabled),hypothesis assum-
ing the presence of the unit root is accepted. Pottes are therefore non-
stationary time series, i.e. they represent gee@rgrocess of random
walks. However, for their first differences, theeahative hypothesis as-
suming the absence of the unit root, which indeatationarity, is accept-
ed. The time series of the sale and consumer patesilk are therefore
non-stationary, and integrated of order 1 I(1), askhmeans that the first
condition is fulfilled.

Cointegration test

The cointegration test verifies whether price tigegies move together
over time and copy their development, i.e. whethey are cointegrated. It
is the basis for the second condition for varialeletering the ECM model.
Stationarity of cointegration regression residuiglstested using simple
method of OLS.

| CPM =3.3+0.271_SPM

where: |_CPM - consumer price of milk in logaritienfiorm; |_SPM - sale price
of milk in logarithmic form.

The created regression model explains 22% of vaniam the consumer
price of milk through changes in the sale pricemilk. Despite this, the
model is highly relevant and appears to be suitédiléhe given depend-
ence. Given the price logarithms, it can be arghet due to 1% increase
in sale price of milk, the consumer price of miticieases by 0.27 %. The
consumer price moves slower than the sale priceil&f

P-values of the cointegration regression in a medti constant (see
Table 4) confirm the alternative hypothesis of Ai@F test and reject the
null hypothesis of the presence of the unit robierEfore, the residuals are
stationary, which means that the model variabliese(series of the sales
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and consumer prices) are cointegrated and hav&athe development over
time.

ECM mode

Since the time series of sale and consumer milkepriare non-
stationary and cointegrated, the ECM model is egkan the following
form, which shows the short- and long-term relaldp between prices:

Al_CPM, = 0.13\l_SPM + 0.17Al_SPM, — 0.04EG,

The change in the consumer price of milk that asxliin the monitored
month was affected by a change in the sale pri¢kdrprevious month (t-
1) and in the monitored month (t). The change enghle price of milk with
a delay of more than one month (t-2, t-3, ...) hassignificant impact on
the change in the consumer price of milk and is padsed on it. The
change in sale price of milk in the monitored moméld a 13% share of the
change in the consumer price of milk that occuimetthe same month. 17%
of the change in the consumer price of milk in thenitored month was
attributable to a change in the sale price of mitkich occurred with 1
month delay (t-1). At the same time, the error ection coefficient deter-
mining the rate at which the deflected value of tbasumer price of milk
returns to its original long-term equilibrium withe sale price of milk
demonstrates that the consumer price of milk isstdfl each month by 4%
in order to maintain a long-term equilibrium witietsale price of milk.

Conclusions

Milk is the general agricultural commodity and foodl the population.
Relations in the milk supply chain affects all ®dtg operated at the mar-
ket.

The average value of sale price of milk was 43.RBREper 100 kg in
the period 2000-2017, while the average consumee pras 73.46 EUR
per 100 kg of milk. The difference between the salé the consumer price
of milk, called “price scissors” is certainly nobrestant over time. During
the first years, difference increased mostly, amniise by the end of ana-
lysed period had been decreasing.

Based on the ADF test of stationarity we confirmattbale and consumer
milk prices are non-stationary time series. Usimg ¢tointegration test we
prove that residuals from co-regression are statigrwhich means that the
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time series of the sales and consumer milk pricesa@integrated and have
the same development over time. Cointegration ssipa shows, that
consumer price moves slower than the sale priceilef A 1% increase in
sale prices of milk causes a rise in the consuriee pf milk by 0.27%.
We have verified that there is a short-term andgdmmm relationship
between the consumer and sale prices of milk ivekia. The change in
sale price of milk in the monitored month had a 1s%re of the change in
the consumer price of milk in the same month amddiange in the sale
price of milk with a 1-month delay had a 17% sha&ensumer price of
milk is adjusted each month by 4% in order to namta long-term
equilibrium with the sale price of milk
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Annex

Table 1. Sale and consumer price of milk (EUR/100kg) December 2000-2017

Consumer Price
Saleprice price SCissors

2000 50.22 67.81 17.59
2001 51.92 71.53 19.62
2002 48.80 73.62 24.83
2003 49.33 76.92 27.59
2004 44.00 81.11 37.11
2005 41.91 75.12 33.20
2006 43.63 73.86 30.23
2007 52.36 83.88 31.52
2008 44.09 74.69 30.60
2009 36.26 63.60 27.34
2010 37.59 70.10 32.51
2011 41.78 75.20 33.42
2012 42.36 75.10 32.74
2013 48.79 81.70 3291
2014 40.90 79.80 38.90
2015 35.55 74.70 39.15
2016 40.52 68.00 27.48
2017 42.36 72.40 30.04

Source: Agricultural Paying Agency, Statistical office of the Slovak Republic (2018).



Table 2. Descriptive statistics of sale and consumer milk prices (EUR/100kg)
January 2000 - December 2017

Sale price Consumer price

Mean 43.25 73.46
Standard Error 0.39 0.38
Median 43.56 73.78
Mode 51.22 67.20
Standard Deviation 571 551
Sample Variance 32.62 30.39
Kurtosis -0.31 -0.29
Skewness -0.30 -0.33
Range 28.12 26.17

Source: own processing.

Table 3. Results of ADF test for sale and consumer price of milk

Logarithmic P-value P-value of

of variable Type of model Lag of Lag first Alfa
variable difference
. with constant 8 0.0656 6 1.37E-13 0.05
saleprice
with constant and trend 8 0.0383 6 4.81E-13 0.05
consumer with constant 2 0.0777 4 417E-08  0.05
rice
P with constant and trend 2 0.2366 4 4.01E-07 0.05
Source: own calculations.
Table 4. Results of ADF test for residuals
Variable Type of model Lag P-value of dfa
variable
. with constant 12 0.0076 0.05
residuals
with constant and trend 12 0.0352 0.05

Source: own calculations.



Figure 1. Sale and consumer price of milk (EUR/100kg) December 2000-2017
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Abstract

Research background:The considerations defined in the article concém is-
sues of the functioning of special economic zor®isZ) in Poland, recognized
through the prism of the most important indicatmsacerning the economic activi-
ty of the zones, and also showing the potentiathete zones — by recognizing
their advantages or their distance from other zofnes the point of view of crite-
ria of functioning of privileged zones togetherrfing a group.

Purpose of the article: The aim of this article is to present one of thethods of
multidimensional comparative analysis, to recogrtize diversification of func-
tioning of fourteen SEZ in Poland, in a time-spagstem.

Methods: The test method used in the examination, was ihéysis of secondary
data, so-called desk-research. In this case, ttie soarce of numerical data were
reports including operational and financial resuttsncerning the effects of func-
tioning of SEZ. In order to assert the comparabiit results from particular years,
the examination procedure covered the years 2009-28 model of development
determination method was used.

Findings & Value added Based on the performed examination, a positiohg
described privileged zones in each examinationogewas performed. Then, fur-
ther research has been done, in order to desigmatiactors favoring and limiting
the activities favoring the creation of entreprasaip of economic entities func-
tioning in Polish economic zones.
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Introduction

The change in political situation after the yeaB43aused substantial
changes in the polish law system which resultechanges in the function-
ing of the economy. These changes induced serionsequences for the
whole country and lockal environments. During thst twenty years there
has been an important change of the polish econoodgel. SEZ deserve
an attention in this area. In 1994 - 14 SEZ wetal#ished in the least-
developed regions in Poland. They are an examptaeofiynamic devel-
opment of private business entities and the restrimg of public enter-
prises (Ambroziak & Hartwell, 2018, p.1322). Sinbe creation of SEZ in
Poland, their rapid development has taken placgd(fgaet al., 2018, pp.
84-85). As a result, the zone has become an impardal for stimulating
the country's economic development. In these zgoesl conditions for
functioning of enterprises and investment placenveeite created (Am-
broziak, 2016, p. 248). SEZ are the popular kindhelp to enterprises all
over the world because they are assigned a gegeablelated to generat-
ing economic benefits and accelerating the econataielopment of the
regions (see: Rustidjet al., 2017, pp. 138-139). SEZ are conception of
regional development and enterprises and instiistworking with them.

The considerations defined in the article concheissues of the func-
tioning of SEZ in Poland, recognized through thismrof the most im-
portant indicators concerning the economic actieitythe zones, and also
showing the potential of these zones — by recoggitheir advantages or
their distance from other zones, from the poinviefv of criteria of func-
tioning of privileged zones together forming a gro&or this purpose, the
multidimensional comparative analysis method wasluthe development
pattern method.

Research methodology

The most popular tool which is used to group and d&ssificate in eco-
nomic research is numerical taxonomy (SucheckiQ20Lhe taxonomy is
the field of multidimensional analysis that dealghwthe principles and
rules of the classification of multi-feature obg¢Heffner, Gibas, 2007). In
the calculation one of the numerical taxonomy ntethas used, the Hell-
wing’s method of development pattern. The introtuctto the proper
analysis in the methods of multivariate comparaginealysis is the selection
of a set of possible to use variables describiegstibject of the study, the
so-called potential variables. In connection witle tabove, a choice of
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eight traits was made. These traits were givemnthmebers from 1 to 8. All
of the traits are stimulants (the higher a valuiaésmore beneficial a posi-
tion is, that is SEZ), which means that an incraasthe value of the ex-
planatory variable leads to an increase in theevafithe explained variable
(see Table 1). These variables are present irf éieospheres studied and
they characterise by high spatial diversity. Thieskcators characterise the
demographic, social, economic and infrastructuchéptial of of the privi-
leged zones studied. A vector is examingd: [x; X, X3 X4 X5 Xg X7 Xg |,
where: X — a representative of a single objegt,x;x,xsxsx,xg — values
of the examined features.

A process of determining the development pattemsisted of three
stages. In the first stage the abstract observat@s made, the so-called
taxonomic character development pattery eepresenting the best
(maximum) values for each variable. Standardizeiblbes were used to
determine the so-called development pattgrnwhich was a vector with
coordinateszy, Zgy - Zoj - Zom- IN the second stage the similarity of the
observations to the abstract, best observationchasked by calculating
the euclidean distance of each from the developrpattern. Based on
standardized variables for each spheres the destahendividual zones
from the development pattern was determined. Aect#ld data led to
calculate the mutual distances(dj=1,...,14) between fourteen SEZ due to
the eight characteristics studied. For assurareedal impact of every of
the traits (variables}, z, z, z, z, z, 77, Zs0n the value of the distance was
standardized for each feature. The more the olfesitnilar to the pattern,
i.e. less distant from it, the higher the levetttg complex phenomenon for
this object. The third- the last stage- was setlimgeach taxonomic object
the measure of development normalized within thegea[0,1]. The
synthetic variable proposed for this method by Wigllis:

dio

m; = —%

where:
m;— measure of development for i- of that object,
do— is the Euclidean distance of the object fromréference object.

Assignation of a taxonomic measure of developmdpotvad to hier-
archization of examined multi-feature objects adl w&e their grouping.
Such constructed measure helped to assess theoeesltrepreneurship
development in the set of SEZ subjects. The datdiz& came from
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raports Information on the implementation of the Ar SEZ published on
the website of the Ministry of Enterprise and Teabgy.

The first analized variable was a number of vakdngissions for busi-
ness activity in SEZ. The number of business perisigued in all zones
amounted to 349 in 2017 and increased as compar2d16 as much as
34.6%. The total number of permits issued fromkiéginning of the zones
until the end of 2017 amounted to 4 036.

The second analyzed variable necessary to estitmateconomy activi-
ty SEZ is size and diversity of investments madeyepreneurs who run
their own businesses on SEZ area. From the appemtof the first SEZ
till the end of 2017 investors who led activitiastbe basis of valid permits
incurred investment outlays worth more than 1066 mhotych, which in
comparison to 2016 decreased by almost 5.7 mloy(E&%0).

The next very important determinant is the level eshployment
achieved in the areas of the zones. When estaldigshe SEZ, it was as-
sumed that 160,000 new jobs will be created inzivees. The predicted
number was achieved in 2007. Buffering of strudtur@employment by
creating new jobs was the basis for establishiega@howing zones: Kami-
enna Gora, Kostrzyn-Stubice, tfHdMielec, Stupsk, Starachowice, Su
watki, Tczew, Watbrzych, Warmia i Mazury addrnowiec.

Nextly, the analysys was subjected to achived &féecalculated on the
total expanse of zones in hectares. The effectsgé activities of zone
managers has an impact on development of the messtarea that the
zone has (Pastusiak, 2011, p. 204). SEZ and itgtgctange 181 cities and
305 boroughs. The number of boroughs where prigdegreas are
established systematically grows. Their total areaover 22 thousand
hectares. According to a law a joint area of fuordtig can't exceed 25
thousand hectares.

Another analyzed variable were costs of infrastmeetbuilding in
million zlotych. According to the article 8, thenaof SEZ the tasks of the
manager include conducting activities aimed at Wbpieg business
activity in the zone. The main activities of manageare building
infrastructure and promoting zones. The entire scadt infrastructure
building on privileged area from the beginning ohe’s existence till the
end of 2017 were more than 4,6 billion zlotych.

Same as in case of costs of infrastructure building costs of zones
promotion are the priority tasks assigned to zoa@agement companies.
The biggest costs on this goal were allowed zolKestrzynsko- Stubicka,
tbédzka and Katowicka. Inclusively, in 2017, managetrcompanies spent
7,07 million zlotych on zones promotion. From thegimning of zones
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functioning, the biggest costs were spent by Kgasko- Stubicka zone-
15, 28 million zlotych in total.

The next very important SEZ result criterion is fir@ancial result of
companies managing zones in a given year in tholgatych. Companies
managing SEZ are business entities that base #wtivities on the
provisions of the Code of Commercial Companies,léiwe of income tax
on legal body and the act on the freedom of ecoo@uiivity. The main
income’s source for management companies are irednoen sales of
land, fees for the administration and managementhefzone, paid by
entrepreneurs operating within the zone.

Attracting a large number of investors is refledtethe financial results
of the zone management companies. 2016 and 201& theryears in
which all SEZ management companies achieved aiyméihancial result.
The highest profit was achieved by Kostfiglo-Stubicka SEZ S.A. (22.9
million zlotych), then a management company of ®braeg zone, ie
Agencja Rozwoju Przemystu in Warsaw S.A. BrancTamnobrzeg (18.2
million zlotych), as well as Katowice SEZ S.A. (@ million zlotych).

The last analyzes variable was the size of tax pxiens for companies
managing zones in a given year in million zlotyG@le main incentive
which wncourages to investment placement withinzbees are different
kinds of tax preferences due to every domestic faneign entrepreneur
and which are public. The size of given aid in €hap an income tax
exemption is limited by the amount of costs eligidbr aid and the
maximum intensity of regional public aid calculatledt a given area. It
depends on the size of the company (for an avdtagesize of an aid is
10% more, for a small and micro entrepreneurs tteraises to 20%).
However, it doesn’'t apply to micro, small and medisized companies
operating in the transport sector.

Results

In the further part of a given research for fount&®EZ a calculation of
distance values of each tested zone from the detedmpattern of
development and ordering of objects in the ordemfthe best to the worst
in the analyzed years was made.

In 2009 an undisputed leader was Katowicka SEZmFeaght of
examined traits, five are exemplary values, i.e.rttost advantageous ones.
Analyzing three remaining traits (total area of #ome, financial result and
tax exemptions of companies managing zones) fayeusalyzed areas the
results reached above average. After Katowicka 8iere is Watbrzyska
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zone because of the total zone area correspondinthe pattern of
development.

Year 2010 brought the change of a SEZ's leadermFtioe second
position in 2009 to the first possition raised Wallska zone and reached
the value of expenditures for the construction offraistructure,
corresponding to the pattern of development. Inbi¢giska zone in 2010
18 valid permits were issued for running a busirfes&atowice zone half
less). In comparison to 2009 management compaoctds\eed the highest
financial result in terms of value (16 776 thousatodtych). It's high
possition is affected by very high tax exemptionerasimilar to the
development pattern. In 2010, Katowice SEZ occupiedsecond position,
despite achieving in five studied characteristies value corresponding to
the development model.

Year 2011 brought a change on the leader. Katow&kz again took
the first position and achieved the values of theetbpmental pattern for
the five variables examined. In 2011 the most wiakgs were created -
5068 and investments costs increased by 1285mitliotych. The second
position went to Walbrzyska SEZ. The fall of theme on a lower position
was caused by the lower financial result of the ezamanagement
companies compared to 2010 (by 1413,29 thousantychlp and tax
exemptions by 2.33 million zlotych. LtédSEZ collapsed from fourth to
third position.

2012 was a successful period for Watbrzyska SEZkwhitercepted the
first position and three of examined traits reacttedstandard values. On
the second position fell Katowicka SEZ, four exaedirtraits assumed the
standard values, but the least expenditures foastriucture construction
were incurred (10 million zlotych) and the lowesix texemption rate
among the best zones (Watbrzyska, todzka, Tarngbra&s obtained,
compared to 2011. The third position, same as itil 20ent for Lddzka
SEZ.

The year 2013 consolidates the advantage of Wathrzone over
Katowice zone which still had a leading positiom e third position was
t6dzka zone, Mielecka zone promoted on fourth pmsit In 2013 the total
area of the zone increased only on 14,14 hectatsddzka zone but in
zones: Watbrzyska, Katowicka and Tarnobrzeska needhion the level
from 2012.

In 2014 an undisputed leader was Katowicka SEZmFtbe second
position in 2013 it advanced into the first positié-rom eight of examined
traits, six are the best or most favorable valédter Katowicka SEZ on
the secon position L6dzka zone promoted, the thrsition was occupied
by Tarnobrzeska zone. Walbrzyska zone decreaséiedourth position. A
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significal increase (of 72%) of amount of entregners granted business
permits proves that. As in the previous yearsntbst permits were held by
entrepreneurs in the following zones: Katowice, nthe/atbrzyska,
Mielecka, £0dzka and Tarnobrzeska.

In 2015 on a leader position was still Katowickanepon a second
position advanced- from the fourth position in 201¥Valtbrzyska zone.
While L6dzka zone dropped from the second to tpiodition. Katowice
SEZ generated the highest profit - 172.2 milliootyth, and SEZ in £éd
took third position, earning a profit of 5.2 milticzlotych.

In 2016 the Katowice SEZ remained the leaderHerthird time. From
eight of examined traits, three are the best ortrfarable values. The
second position went again to Watbrzyska SEZ rewchs many as four
are the best or most favorable values. From theHfan 2015, the Tar-
nobrzeg zone was promoted to the third place.

In 2017, the Katowice SEZ remain the leaders, Wwhar the fourth
consecutive year ranks first, followed by the thigdr in Watbrzyska SEZ,
and the third place was promoted by the Kogiskp- Stubicka SEZ. The
last place belongs to the Starachowice Zone - filzstbe and the Kamien-
nogorska Zone - the last place. All the featureslist have reached the
reference values, i.e. the most favorable in theegooccupying the first
three places.

Conclusions

Methods of multivariate comparative analysis whiead to consult many
aspects of development at the same time can bflh®ol for the local
government authorities assessing the accuracyoididas taken in the past
and the effectiveness of the region's managemsituments used in the
past. An important advantage of a development atteethod is that it can
be used directly to evaluate several or more thdonzan statistical units.
The same patterns and normative factors are intemuDistances are
counted from the same point, and then they arecetito the same scale. A
reference object changes dynamically together witthange of values of
individual variables in given years, which shoutdrbad as the value of the
meter. It allows the inclusionof changes in theldfief macro and
microeconomic factors and their impact on compangtiation in
individual years of analysis. The conclusion ode tlpresented
considerations is that the economy is a pillathef économy development.
A regional development is a process of possitivanges embracives
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guantitative, qualitative and structural growth.eTeconomic and social
aspects of this process are important.

The regional development means systematic actvigé the local
community, authorities and other entities operaiing given region, aimed
at creating favorable conditions for local entreyrship. A goal which a
regional development aims that is competition amdhaovative economy
is the most reasonable one. A concept of a locatldpment is concentrat-
ed on stimulating entrepreneurship, which has #&ipesmpact on regional
development. The creation of new business entitiethe areas of SEZ
brings demand for investment goods, and the creaifonew jobs - for
consumer goods. It is then very important if emeepurs and local author-
ities create a climate which aids the entrepreingursecause it bias the
regional development and the interaction betwedrepreneurs and local
authorities is a feedback and bi-directional. Aappears from researches,
SEZ accomplishes a role of an entrepreneurial red@at it should be re-
membered that the lack of certainty concerningftitere of SEZs in Po-
land can stop the inflow of new investments, theducing the positive
impacts of SEZ.
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Annex

Table 1. Variables describing the subject of the study

Variable Characteristics of variables

xt A number of valid permits to conduct business égtin SEZ (cumulatively).

X2 Incurred investment outlays in PLN million (cumina).

x° Created jobs in special economic zones (total).

X! Total area of the zone (in hectares).

x° Expenditures for infrastructure construction iniamil zlotych(cumulative).

x° Financial result of companies managing zones iiwengyear in thousands of PLN.

X’ Expenditures of management companies for the piomof zones in million ztotych

(cumulative).
X8 Tax exemptions for companies managing zones inengiear in million ztotych.
Source: own elaboration.
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Abstract

Research background: The previous studies on monetary policy transparenc
suggest that the dependence of the degree of tarsyy and monetary policy
effectiveness exists. In this examination we tacdhkis issue for the most recent
sample with the application of novel transparen@asure which is designed to
cover forward-looking policy approach.

Purpose of the article:We aim at evaluating forward-looking transparentyhe
European central banks and juxtapose it with thi@ctiveness in achieving mon-
etary policy goals: price stability and output diahtion. We also search for the
patters of similarity in our sample.

Methods: We apply a novel, index-based transparency medsuassess central
banks’ transparency. We also estimate inflation gagh the output gap. The meth-
ods used are based on data and statistical analysscomparison of the behav-
iour of individual central banks is carried out fbe variables measuring transpar-
ency and inflation and output gaps. The similaoityhe performance of individual
central banks is assessed with the use of meastites distance between objects,
including our own measure.
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Findings & Value added Our results suggest the existence of differegreke of
similarity in the sample, but some common tendencin be found as well. For
example, central banks with comparable transpardagyee are found more simi-
lar. Novelty of the examination is related to ouethodology: transparency and
similarity measures applied and the most recerg 8pan covered.

Introduction

We aim at evaluating forward-looking transparentthe European central
banks (CBs) and juxtaposing it with their effectieas in achieving mone-
tary policy goals: price stability and output stetdition. The study covers
two developed economies: Sweden and the UK andGeutral and East-
ern European (CEE) countries: the Czech Republimgdry, Poland, and
Romania. The sample covers late nineties — mid-20t& starting point of
the sample differs across the countries as theyclad forward-looking
communication at different moments.

Our research methodology covers a novel index-bassessment of the
degree of central bank transparency. Our indexnestend updates trans-
parency measure elaborated at the beginning dtedtury. It focuses on
forward-looking context of communication. Secondlye examine the
achievement of monetary policy goals: inflation andput gap stabiliza-
tion. Thirdly, we compare the performance of thetcd banks by as-
sessing similarities between them.

Literature review

Monetary policy transparency is commonly definedaasextent of infor-
mation revealed by the central bank to the pul@ier@ats, 2002, p. F533).
This is the simplest approach, however, it offéies dpportunity to opera-
tionalize easily qualitative concept of transpayer@nce we aim at evalu-
ating a forward-looking transparency of six CBs aliscuss their effec-
tiveness having in mind their transparency, we rieqaroxy the degree of
transparency. The index of transparency which i n@eognized by mone-
tary policy researchers was presented by Eijffinged Geraats (2006).
This index was compiled at the beginning of theaing century. It is out-
of-date: the majority of IT central banks has alseaeached a maximum
score. Moreover, the central banks’ transparensyelialved: central banks
put an effort to clearly communicate their intenso The notable increase
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in openness of macroeconomic prospects and thatradeance of forward
policy guidance are a fact nowadays (Geraats, 2004R2). Post-crisis
discussion on transparency and communication agslysostly forward
guidance (FG).

A literature review study by Blinder, Ehrmann, Esather, De Haan, &
Jansen (2008, p. 940) concluded that communicatarthe ability to help
achieve central banks’ macroeconomic objectivesreMiecent studies
reconfirm this conclusion on theoretical or emgitibasis (Siklos, 2011,
Dincer & Eichengreen, 2014, Geraats, 2014a, 2014 .majority of stud-
ies suggests that the dependence of central bankparency and macro
variables exists. This is why we expect to findrsacrelationship for our
sample as well. We also need to mention that pusviesearch of theoreti-
cal and empirical nature remains cautious whilerpreting the depend-
ence in terms of causality.

Research methodology

The sample covers: Sweden - Sveriges Riksbank (8%97Q4-2018Q2),

the UK - Bank of England (BoE) (19980Q1-2018Q2), @rech Republic -

Czech National Bank (CNB) (2001Q2-2018Q2), HungaNational Bank

of Hungary (NBH) (2001Q3-2018Q2), Poland - NatioBaink of Poland

(NBP) (2004Q3-2018Q2), Romania - National Bank afirania (NBR)

(2005Q3-2018Q2). Starting points differ as the Gisched more future-

oriented communication at different moments. Wel\appresearch proce-

dure that incorporates:

(1)An approximation of central banks forward-lookingrisparency by
means of a novel index.

(2)Calculation of the inflation gaps and the outpyigga

(3)Cross-country similarity analysis of the transpayeand central banks’
goals realization.

Appendix 1 provides a rules of points attributicr our forward-
looking transparency (FRT) index. It covers onhbleation of the infor-
mation that is related to economic outlook. Thesingroxies the degree of
forward-looking transparency as it incorporateswtiay how the forecast is
communicated, assesses orientation for the futtiréBs post-decisions
announcements and includes the most recent tdolrwhrd-looking com-
munication — forward guidance. FRT index is caltedafor each central
bank separately. Due to the frequency of forecabligation we used a
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quarterly frequency of data. The values of thexnasy from O to 10.

The second step of the research procedure covamsimation of the in-
flation gap and the output gap. To derive inflati@p defined as the devia-
tion of inflation from targeted level, we confrdnflation figures published
by national statistical offices with central bankidlation target. Output
gap is calculated as deviation of smoothed GDP filoentrend value (in
percentage terms). Trend was estimated by Hodnekddtt filter. GDP at
constant prices, seasonally adjusted, is derivad fEurostat database, then
smoothed by 5-period moving average.

Finally, we provide measures of similarity. Thresiables are used in
our examination: FRT index value, inflation gapdautput gap. The for-
mer one is measured on a ratio scale, whereastiee two ones are ex-
pressed on an interval scale. In such a case,rtoatiae the variables and
calculate distances it is necessary to excludengitnods which are proper
only in the case of a ratio scale.

From a variety of measures of similarity describgdWValesiak (2016),
we choose two methods of normalizing the variald¢sndardization and
normalization to the [-1;1] range) and one methbaalculating the dis-
tances between the objects. The adopted methodwtthe first-best op-
tion to estimate the similarity as the calculatesfashces are not constrained
and range between 0 and infinity. In such a caseeWwhmeans no distance
(full similarity), it is much more difficult to carlude in terms of dissimilar-
ity (whether the highest distance means full diflamity or not). That is
why we propose an alternative measure, developedsbywhich in our
opinion is better to macroeconomic purposes. hage robust to outliers.
Moreover, after a given critical distance, full gisilarity is assigned re-
gardless of the distance between the objects.

Let x; be the FRT index, - the output gap, anx - the inflation gap.
Let n1,, andn2,, be the normalized values of the variaklg(m = 1, 2, 3).
We use two commonly used methods of normalizingvtiges: standardi-
zation (1) and normalization to the [-1;1] rang®]. In such a case:

Xmit ~— Xmt n2 _ Xmit — Xmt
st.dev. (X))’ it mialxlxmit — Xt

Nl =
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wherei indicates the countryi (= 1,...,6),t is time ¢ = 2005Q3, ...,
2017Q4}, a bar over a variable means an average valuestadel. is the
standard deviation. On the basis of the normalagthbles, the distances
(d1 andd2) between countridsandl in the period are calculated accord-
ing to the Euclidean algorithm given by the follogyiformula:

_ 3
dxy = \/Zmzl(nxmlt — NXpke)?

wherex = 1,2 indicates the method of normalization. Tistashcesdl and
d2 range from 0 to infinity, although the normaliaatiablen2 is between
-1 and +1.

Distances are transformed into similarity coeffitge according to the
following authors’ algorithm. We evaluate similgritoefficients ranging
from 0 to 100 where the value of 100 indicates $uthilarity (no distance)
while the value of O refers to full dissimilaritjafge distance). To trans-
form distances into similarity coefficients, we @as® that the highest dis-
tance between any two countries in a given quasténked with full dis-
similarity and the value 0 is given. A zero-distansg linked with full simi-
larity and the value 100 is assigned. The simifargefficients for the other
distances are calculated proportionally. In theepthiords, similarity coef-
ficientscsl andcs2 for any pair of countriels andl, calculated on the basis
of the distancedl andd2, are obtained according to the following formula:

dxyt

g}g}{dxijt}

csxpe =11 x 100

wherei,j = 1,...,6 indicate the country.

Similarity coefficientscsl andcs2 have a few disadvantages. First of
all, they are highly influenced by outliers. Sedgndn any compared
group the most distant country is interpreted asptetely dissimilar (the
coefficient is zero), although from the economiinpof view it need not
be so.

We have developed our own formula of the similadgbefficient, de-
noted ass3. The scale is the same: from 0 (no similarity)®® (full simi-

' To achieve comparable results, similarity coedfits are calculated for the shorter pe-
riod for which all the time series are availabledtl the countries.
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larity). The value of 100 is assigned if a givemiaile is the same in the
two compared countries. The value of 0 is ascribedgiven variable in
one country exceeds by three standard deviatiomsooe the value of the
same variable in another country, regardless oflitestion (standard devi-
ation is calculated for a given variable for a givarter inside the whole
group of the analysed countries). If the differebetween the two coun-
tries is less than 3 standard deviations, the mieft is calculated propor-
tionally. In the other words, for each variabtdm = 1,...,3), we have:

|xmkt — Xmit |

_ < — m) X 100 if |xmpe — Xmue] < 3 X st.dev. (X))
3k =

0 otherwise

The aggregated similarity coefficiecd3 to measure central banks’ per-
formance is the arithmetic average of the coeffitsecalculated for the
individual variables.

Results

We observe an increase of forward-looking transpareén our sample
(Figure 1). Over-time evolution towards greaterropss was expected and
is in line with central bank practice.

Index value evolution is related to the generatlézity towards more
explicit intention signalling. It is also partiallinked to the recent crisis
arrival and consequences for monetary policy condoemmunication
aimed directly at shaping expectations gained a modgvin central bank’s
toolkit. Steps backward in the degree of transpareme also observed in
our sample. In some cases they result from natlgeilsion of the policy
maker to reveal less or less frequently. In sonherotases forward guid-
ance was abandoned (the Czech Republic, PolandKhe

Due to the limited length of the paper we do nstdss the evolution of
inflation gap and output gap in our sample. Thetnmaportant part of the
examination refers to cross-country analysis oflanities.

Table 2 shows the whole period average valueseokitmilarity coeffi-
cients calculated according to three methods. @hking of the most simi-
lar countries is comparable for both its#l andcs2 coefficients as well as
the cs3 coefficient. However, their values differ. Ourraula €s3) gives
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higher levels of similarity because it is free fr@@me weaknesses of the
remaining coefficients, discussed above.

It turns out that, on the average basis, the padoce of the CEE cen-
tral banks is relatively similar to that of the \Ws&s European central
banks. The CNB was closest to the SE rdnk) and the BoE (2 rank).
This outcome is confirmed by all the three similjadoefficients.

The fluctuations of the similarity coefficients the 2005Q3-2017Q4
period occured. It turns out that the degree ofilanty of the countries
highly fluctuates. This outcome is economicallytifiesd. Changes in infla-
tion and output gaps are driven by many factors,omby by the central
banks’ actions. The target of monetary policy agnat minimizing infla-
tion and output gaps is supported or outweigheddmntry-specific fluctu-
ations of the other macroeconomic variables. Hetiwe similarity of the
central banks’ performance of any pair of countregeals large changes
throughout our research horizon.

These results can be interpreted as the convergancentral banks’
behaviour between the new and old EU member states.catching-up
process between the Central-Eastern and Westemwp&uras been con-
firmed in the economic literature in many areasjuding narrowing in-
come gap, synchronizing business cycles, equaliiitg levels, unifying
institutional environment (Préchniak & WitkowskiQP26). These results
indicate another area of convergence — namelycahegergence in central
banks’ performance.

On the average basis, the degree of transparentdyeofentral banks
and their efficiency in terms of inflation gap aadtput gap minimization
in the four new EU member states were quite akiBweden and the UK,
that is the two Western European countries. Theseomes suggest that
convergence between Central-Eastern and Westerop&uwas much
broader and took place even in the behaviour aficlegfcy of the central
banks’ performance.

Moreover, our ranging of similarities resembles taeking of central
bank’s forward-looking transparency: the CNB and && the most trans-
parent entities in our sample and they convergeemon average, than
remaining central banks.

The results are not much stable over time. Higbtfiations in the simi-
larity coefficients are due to the fact that theoiwed variables depend on
many factors and it is quite difficult to find a lof regularities between the
countries. However, our method indicates that sooramon characteris-
tics in central banks’ performance can be founce @opted method al-
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lows us to quantify the similarities, which impraevihe justification of the
findings.

Conclusions

In this paper we aimed at investigating CBs’ tramepcy and their de-
pendence with monetary policy goals’ achievemenit €ample covered
six economies. Firstly, we presented our indexooivard-looking transpar-
ency. Secondly, we calculated inflation and outgajts. The most relevant
part of the examination covered similarity analysist included the appli-
cation of our own measure overcoming drawbackstarfidard similarity
coefficients. The results suggest that transparematters for goals
achievement as some clustering of economies witiiegi degree of trans-
parency was captured. We are also entitled to adecbn convergence of
the economies that we analyse.

The contribution of our examination consists in #pplication of up-
dated transparency index and a novel similaritysusa Except methodo-
logical innovations, we delivered the results fog thost recent sample. We
see the room for further research as the questiothe dependence of
transparency and CBs’ goals achievement is noy futiswered either in
this study or in literature. The simplest extensibrthis examination could
provide the results for subsamples or other IT reg¢iitanks. The applica-
tion of model-based assessments of causality cbeldhe next towards
more conclusive results. However, the data setvileahave at our disposal
and complexity of economic relationships both imalyery cautious inter-
pretation of the results even in the cases of didyiexamination.
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Annex

Table 1. Forward-looking transparency index coverage

Question: Points attribution:

Do the CB explain how it  1: for revealing forecasting principles includimgpdel
forecasts macroeconomic  0.5: for general description of forecasting tools

variables? 0: description not published

How often is the CB's 1: at least quarterly

?
forecasts revealed? 0: less frequent publication

0.5: biannual publication or 2 publication per year

How is the forecasted 2: numerically for the entire monetary policy horiz
central path for inflation 1: fixed-event publication only (usually at the esfdsubsequent years)

published? 0: not published

Does the CB reveal the
forecast of a real sphere
variable?

revealed

1: published analogously to the way how the cempasth of inflation is

0.5: when a real sphere variable is rather an tinfladriver 0: no
information regarding future development of thd sgdere is revealed.

2: numerically expressed (including a fan chartligqgopath for the

Is the policy path revealed? entire monetary policy horizon

0: the path is not presented

1: only the description of the nearest rates moveme

Are the CB’s
announcements forward-

Iooking” announcement

1: yes, the description of forward-looking factprevails 0.5: there is
an explicit reference to forecasts but it doesdwwhinate post-decision

0: in case of no reference to economic outlook

Is a forward guidance used

as communication tool? 1: qualitative FG or Delphic FG

0: no FG announcements

2: a fixed-date or conditional forward guidance

Note: CB- central bank.
Source: own elaboration.



Table 2. Average coefficients of similarity for each paif @untries, 2005Q3-
2017Q4

Cz HU PL RO SE UK
Coefficient of similaritycsl
Cz 1000 376 356 19.6 64.1 46.0
HU 376 1000 484 352 35t 554
PL 356 484 100.0 38.0 33.6 492
RO 196 352 380 1000 89 394
SE 641 355 336 8.9 100.0 443
UK 46.0 554 49.2 394 443 100.0
Coefficient of similaritycs2
Cz 1000 373 340 20.0 649 4538

HU 373 100.0 469 357 34. 551
PL 340 46.9 100.0 399 314 48.6
RO 200 357 39.9 1000 8.8 39.8
SE | 649 346 314 8.8 100.0 43.6
UK 458 551 486 39.8 43.6 100.0

Coefficient of similaritycs3
CZ 1000 539 53.0 409 744 621
HU 539 1000 66.6 534 53.C 74.0
PL 530 66.6 100.0 588 53.1 66.0
RO 409 534 588 1000 312 553
SE 744 530 531 31.2 100.0 60.3

UK 621 74.0 66.0 55.3 60.3 100.0

Note: For each country given in a row, the grey oelicates the highest coefficient of
similarity. If the difference between the highesefficient and the ¥ one is less than 3
percentage points, two cells are marked in grey.

Source: own calculations.




Figure 1. Forward-looking transparency indices in the six &untries
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Abstract

Research background:The 2007-2008 economic and financial crisis strirck
turn several interconnected economies across thilel wevealing the underlying
problems of the global economy. The subsequemhauic crisis strongly
affected European states, revealing the stralctueaknesses of the common
policy framework. The uneven geographical develapmgattern, an inherent
characteristic of socio-economic development, Ipasvented the achievement
of convergence objectives in the Europeangnatton framework.

Purpose of the article:Thus, the current economic crisis has exatedbte
preexisting disparities and conflicts betwettie European North and South
and contributed to the development of differenis symptoms. Both the depth
and duration of the crisis differ among the cowsriThe purpose of this study is to
introduce evaluation of socio-economic developn@mvergence and divergence
trends, challenges and prospects among the EUrgemiitt the context cohesion.
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Methods: The aim of this study is to propose original mellogy for assessing
development of regions based on the constructioomaof composite index calcu-
lated from selected indicators in the EU Cohesigports. The main is to assess
socio-economic dimension of cohesion and spate&dualities in NUTS 2 regions
of the EU Member States during the reference pe2@iD-2017.

Findings & Value added Findings contain features of typology premiseshef
EU28 and point to a large diversity in inequaligtterns, as authors observe both
increases and decreases in spatial inequalititseaEU level. Recent changes in
inequalities have been associated with the impafcesconomic and financial cri-
ses. Additionally the development challenges aseudised for improvement of the
socio-economic well-being of the EU and to avoidrminimize disparities.

Introduction

Current economic fundamentals are threatened WYinghiof production
activities to places with better conditions. Adiies and economic process-
es are affected by the regionalization of publitgydecause of shifting of
decision-making and coordination of activitiesegional level. Interest has
grown in the regional foundations of economies, aitl developing new
forms of regionally based policy interventions &himprove the competi-
tiveness of every region and hence the nationat@og as a whole (Gar-
diner, Martin and Tyler, 2004; Bristow, 2005). Eoaric development has
been viewed as an important process which assegsal@ancement of both
gualitative and quantitative features in territerieontributing to higher
levels of prosperity (Briguglio et al., 2009; Mey@016). Measurement of
progress which societies have made in their dewsdopal efforts, has
proven to be difficult but also very popular, esplyg in the regional di-
mension (Soares et al., 2003). Disparities are jmmudstacle to the bal-
anced and harmonious development of the regionsalba of the territory
as a whole. Support to the coherent, sustainaléalanced development
of the countries and regions, together with andasing competitiveness of
the European Union (EU) are two main complemenkhigment objec-
tives.

In this sense, the paper provides a definitionoofcepts of regional dis-
parities with special attention to the EU cohesiontext, and background
of relevant methods for disparities evaluation. Thain purpose of the
paper is to propose an original methodology foessisig the development
of regions based on the own construction of Contpdaleighted Aggre-
gate Index of Regional Disparities (CWAID) in th&) EEountries at the
level of NUTS 2, i.e. basic regions for the apgima of regional policies,
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in the reference period 2000-2017. The initial pregtion is stated, that in
the EU NUTS 2 regions with the lowest level of digpes and highest
derived level of development potential, the agglatien of capital cities
are located what has positive effect on regiorilesa developed countries.

Theoretical background

There exist a lot of definitions of terms of digpain theoretical literature,
but two basic reasons why we examine the dispsriiEtween countries
and regions. The first reason is we understandadiggs as something
negative which disqualifies the country or the oegin a comparison with
others. The second less frequent reason up to :ewaimining differences
as uniqueness, the capability to differ specificalhd efficiently from oth-
ers and to have some comparative or competitivargdges which may be
efficiently used and so they increase the developmpetential of the coun-
try or region.

In the EU, the existence of disparities and thigmieation is, therefore,
one of the main aspects of the EU Cohesion Pdlibg. EU Cohesion Poli-
cy is evoked by the existence of disparities betnamuntries, regions and
social groups and its main goal is to reduce tliesgarities. In the EU, the
level of disparities can be regarded as a meadutteedevel of cohesion
and the lower rate of disparities, the higher #neel of cohesion territory
achieves and vice versa. Cohesion can be exprbgsatth level of differ-
ences between countries, regions or groups thgtaitecally and socially
tolerable (Molle, 2007). The definition of the tewuhesion is thus based
on the theory of disparities and based on the ggyobf disparities, three
dimensions of cohesion can be recognized. Econaotfiesion evaluates
economic convergence and can be expressed by itlespaeducing devel-
opment levels of countries and regions by econandizators. Social co-
hesion tends to achieve objectives in employmedtuaremployment, edu-
cation level, social exclusion of different grouped in demographic
trends. Territorial cohesion aims to promote thertmious and sustaina-
ble development of all regions, based on theirllobaracteristics and re-
sources.
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Research methodology

Relatively independent and in recent years freduersed approach to the
measurement and evaluation of disparities is thestooction of compre-
hensively integrated indicators and composite eslicComposite indica-
tors (Cls) which compare territorial performance amcreasingly recog-
nised as a useful tool in policy analysis and putdimmunication and very
common for benchmarking the mutual and relativeygss of territories in
a variety of policy domains. However, Cls can serisleading policy mes-
sages if they are poorly constructed or misintdeateln fact, Cls must be
seen as a means of initiating discussion and sitngl public interest
(Melecky, 2017; Melecky and St&kbva, 2015; Staskova, 2017). Cls are
much like mathematical or computational models. di&#nition type of ClI
used in this paper is adopted by the European Cesioni. It is based on
sub-indicators having no common meaningful unimgfasurement and no
obvious way of weighting of these sub-indicatorai¢8na and Tarantola,
2002, p. 5).

The procedure of CWAID is based on a combinatiosedécted multi-
variate mathematical and statistical methods thadl ito unique of model
includes three sub-indices of economic, socialtendtorial disparities that
can summarise complex and multi-dimensional viewegfonal disparities
and are easier to interpret than a battery of msepyarate indicators.
CWAID consists of the calculation of Index of ecario disparities (IED),
Index of social disparities (ISD) and Index of temial disparities (ITD).
The multi-step procedure is recommended e.g. byl&Nagt al. (2005) or
OECD (2008). Synthetic indices of economic, soaia territorial dispari-
ties are from a statistical point of view desigresi modified weighted
squared Euclidean distance. Calculation of CWAIDased on weighted
linear aggregation defined by formula (1):

CWAID, = IED, zeyw + ISP zew+ ITD zg\ (1)
st.

d
D> zew=1 0Oi=1,...,0 (1a)

i=1
Where CWAID, presents composite weighted aggregate index of dis-
parities for and-th region in timet; IED,, presents index of economic
disparities forr-th region in timet; 1SD,, presents index of social dispari-
ties forr-th region in timet; ITD,, presentsndex of territorial disparities
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for r-th region in timet; zew is normalized entropy weight for economic
dimension of disparitiegpw is normalized entropy weight for social di-
mension of disparitieszew is normalized entropy weight for territorial

dimension of disparities; presents region;r = {AT11, ... , UKNO},
n =273; | is dimension of disparitie$,= {E = economicS = social, T =
territorial}; tis time,t = {2000, ..., 2017}.

Results and discussion

With respect to the area of interest of the EU GahePolicy, in the paper,
the empirical analysis is territorially applied ¢me EU regions at level
NUTS 2 which are the main territory for the appiica of regional poli-
cies, and the different regions across the EU cmstre comparable at
this NUTS level. The selection of adequate indiatef economic, social
and territorial disparities observed at level of N8J2 regions has been
identified within the Reports on Economic, Sociatl & erritorial Cohesion
(i.e. the EU Cohesion Reports) that evaluate tbeds of disparities and
cohesion in the EU Member States and their NUT8gbns (see Europe-
an Commission, 2007, 2010, 2014, 2017). The initédh matrix is created
by the values of 24 indicators for 273 NUTS 2 regiof the EU. The ref-
erence period 2000-2017 is determined by the sefeof all indicators and
their data availability for the EU28 NUTS 2 regiansEurostat database.
Indicators, initial units, criterion of optimizatioand source are shown in
Table 1. The calculations have been made in MSIE2016 and IBM
SPSS Statistics 25.

The synthetic indices of economic, social and tignigl disparities can
be used for calculation of the difference to théeda value (in this case
the value 0) which represents in the fact the le¥¢he examined dispari-
ties. It can be said that smaller value of theudated difference, marks the
lower rate of disparities and therefore the higbeel of cohesion, as stated
in Table 2.

Results of the weighted synthetic index of dispesithave also con-
firmed the initial presumption of the paper. Thevéo value of CWAID
then higher ranking of the region and lower levietlisparities. Scores of
CWAID for the whole reference period, sign out thia rate of regional
disparities in NUTS 2 regions with agglomeratiorcapital cities is rather
smaller than in rest of NUTS 2 regions. CWAID cuwieser to value 0
presents NUTS 2 regions higher cohesion and loesl lof disparities,
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and conversely, a higher value of CWAID and curae more distant from
the centre, NUTS 2 regions present lower cohesi@hahigher level of
disparities. There are obvious differences betwesditionally developed
and known less developed NUTS 2 regions what meaaus results of
CWAID are conclusive and relevant at this regidesél. For all evaluated
regions in the reference period, scores of CWAIP anarked by traffic
light method and highlighted through conditionainfiatting feature, which
makes it easy to spot the differences in the soofréise index. As marked
in Table 2, regions with the highest and higheugalof CWAID mean a
lower level of cohesion — the higher value, thekdashadow of grey col-
our. Regions with the lowest and lower values of AW/ mean a higher
level of cohesion — the lower value, the lightemdbw of grey colour.

Conclusions

Issues of disparities are complicated and to mattag® requires to apply
multidimensional and multidisciplinary approachtegrating view and
plural investigating methodology. In this paper,asigrement and evalua-
tion of regional disparities in economic, sociadaerritorial dimension
have been performed through the construction oh@mely CWAID, cal-
culated from standardized values of disparitiesnoylified square Euclide-
an distance and Exploratory Factor analysis. Thi radvantage of used
approach consists in inability to summarize théed#nt units of the meas-
ure under the one synthetic characteristic (indekjch is the dimension-
less figure. The empirical analysis showed thatffe most part, there was
a consensus in the trends of the EU NUTS 2 regioterms of attainment
level of disparities and development potential, esejing on the level of
existing disparities and the initial hypothesighe paper can be confirmed.
In spite of narrowing rate of economic, social &ewlitorial disparities and
convergence process in the level of cohesion, ith@fisant regional dis-
parities between countries still remain, especiedlgomparison the “old”
and “new” member states. This baseline researattpaiany future addi-
tional lines of inquiry, e.g. drop the outliers;euganel data methods that
would allow us to use information about connectiansong observations
and indicators; divide the reference period coricgrthe economic cycle,
etc.
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Abstract

Research background:In the context of complex global relations, the ement
of people, especially those related to tourismsasminew issues concerning the
safety and security. The tourism industry has arjyi for the economic develop-
ment of many countries in the world and is a lasgerce of export earnings and, at
the same time, an important factor in the balarfqggagments of a significant part
of the national economies in the world. The growingportance of the tourism
industry, however, puts tourist destinations woiltkrat the forefront of new chal-
lenges, one of which is terrorism. In this envir@mty new relationships are
emerging and development strategies are beingtaffebut the financial outcomes
of tourism are also largely affected.

Purpose of the article: Respecting the new realities, the study exploneslink
between the risk of terrorism and the income froaerinational tourism. Its main
purpose is to investigate the impact of terrorismtioe financial revenues from
tourism in the European countries and the UniteateSt The research is deter-
mined by the perception that the financial flowsnfrthe international tourism are
the quantitative manifestation of the hidden efeaftthe terrorism.
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Methods: The research method includes a regression cra$isiseanalysis and
Granger Causality test. The survey is panel andidies 36 countries from Europe
tourism region and the United States from Ameridasirism region (according
UNWTO).

Findings & Value added In conclusion, the effects of terrorism on thedstd
regions have been summarized, commenting on thequisites provoking such
events.

Introduction

The effects of terrorism on tourism have shown @&edous power in the
21st century. The age in which we live instead asffdres started with a
colossal terrorist act, which was carried out optS&mber 11, 2001 in New
York. It was followed by acts of terrorism in Moseq2002), Madrid
(2004), London (2005), Paris (2015, 2016), Nicel@®0 Berlin (2016),
Brussels (2017, 2018), Istanbul (2016, 2017, 204#8),— all of them lead-
ing tourist cities, which is indicative for the kimg trends between tourism
and terrorism.

The development of terrorism assumes the charstiteof a phenome-
non that seeks a strong public response that iglmshieved as a conse-
guence of the strategic tactical goals of terrositacks. Nowadays the
terrorist ideology is realized through terroristsathat target the world's
leading tourist destinations (see Faulkner, 20Q4., 1835-147; Ritchie,
2004, pp.669-683; Baker, 2014, pp. 58-67; Ahmad, Chai-AurCRee-
Wooi, 2014, pp. 302-304; Stankova, 2011, pp. 6%Ad many others).
Thus, the terrorism becomes a risk that affectsdéesions of tourists
about their choice of a tourist destination. Thstidctive connection be-
tween the terrorism and the tourism is becomingrnad&mental problem for
the development of tourism, especially in the fitiahand economic as-
pect. Continuing in the same rationale of reasgnamg of the most im-
portant effects of the terrorism logically standg,mamely its ability to
redirect the tourist preferences from one destinatid another. In addition,
the terrorism has a creative character, which m#éaighe terrorist attacks
induce certain reforms that make the tourist dasbns much safer and
more profitable. These two effects of terrorism agmhidden from the
general public, which is set in the initial effeftterrorism. Consequently,
the issue of the impact of terrorism on the inteamal tourism revenues
for European countries and the United States appwabe logical and
therefore meaningful as an object of researcharctntext of the study and
the outlined range of terrorist goals.
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The subject of the studg determined by the perception that the finan-
cial flows from the international tourism are theagtitative manifestation
of the hidden effects of the terrorism. And this@nely the ability of the
international tourism to redirect the tourist prefeces from one destination
to another and its creative power, which leadsitogased competitiveness
of the tourist destinations. Therefore, the dynanoé the international
tourism flows, which is determined by the terrorjsma quantitative indi-
cator of the risk of terrorism. Changing the tooripreferences, which
determine the magnitude of the financial flows thed the basis for better
competitiveness.

Research methodology

The research is aimed at the impact of the temois tourism, and its
focus is the effect of terrorism on the revenuesifthe international tour-
ism in Europe and the United States.

The methodology used is a regression cross secimlysis and
Granger Causality tests (Granger, 1969, pp. pp-48%). Panel tests for
single root testing (Panel unit root test: Summaay@ also applied.

A stationary process is a Gaus distribution witbeipendent random
variables that have a normal distribution.

E(Y,) = u = cost (2)

The stationarity of the dynamic lines is express&ith the following
equation:

Ayr = ayp—q +X; + & (2)
The null hypothesis says that there is unit root,
Hp:a=0 3)
H,:a<0 (4)
The alternative hypothesis states that there isimiotroot.

The regression model used is described by thewoilp mathematical
equation.

Y = a1Xj1 + B2 Xj24 & (%)
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The Granger Causality tests is expressed by thewiolg two regres-
sion equations:

Ye=0p+ 01Ve—q + -+ Q1Ye—1 + B1Xe—1 + -+ B1Xe—1 + & ©)
6
X =0+ g Xe_q + o+ A X + BrYee1 + o+ BiXVeo1 T U

All countries geographically positioned in Européong with Russia
and Turkey and the United States have been coesider

The study is panel-based and has a time limit ¢ogehe period 2012-
2017 for two variables: the Global Terrorism Ind€XTl) 2012-2017 and
the International tourism receipts (ITR).

The databases used are from the Institute for Bnmsoand Peace,
2012-2017 and the World Bank, covering 35 countaed 223 observa-
tions.

Results

The study assumes that the risk of terrorism csebt¢h uncertainty in a
given geographic region and, at the same timenather area leads to fa-
vorable conditions for the development of tourigiis this dialectical ef-
fect that is the core of the empirical analysidiieeed by examining the
dependence between the terrorism and the tourigshrhaw this depend-
ence is manifested in Europe and the United States.

The starting point from which the theoretical logicthe problem can
be developed, is the main characteristic of tesroyinamely the creation of
uncertainty that influences the preferences otahésts and has the ability
to change them. Consequently, the regulation ofrthecurity generated by
the terrorism leads to the manifestation of theérdesve-creative effect of
terrorism. Continuing in the same rationale of os@sg, this means that if
we look at the tourism as an aggregate system storggiof different geo-
graphic regions, then the allocation of the unaetyecreated by the terror-
ism is characterized by a dynamism that inducesntbgement and the
widening of the uncertainty between the differeabgyraphic regions, re-
spectively, between the different tourist destmadi This logically follows
the conclusion that the control and the effectthisf uncertainty generated
by terrorism, determine the direction and the magie of the movement
of the tourists and respectively of the revenuesnftourism. Hence, the
usefulness of the dependence between the terr@mginthe tourism de-
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pends on their simultaneous but not synchrohguswth. The simultane-
ous but not synchronous growth of terrorism andrison, inherently,
means that there is a difference in the rate aokese between the tourism
and the terrorism revenues over the time. A meshanhowever, deter-
mined by an exogenous variable which, for a gedygcagegion, possesses
the property of diversification and another of avexsely affecting factor.
Such an exogenous variable is the geopolitics, lwhiaealized as a mili-
tary-political control. Applying the military-polital control, in both inter-
nal and external policy, a direct and indirect tagan is achieved on the
allocation and the magnitude and the speed ofyhardics of the insecuri-
ty created by terrorist.

Mathematical justification of the theoretical coptées conceived in the
following mathematical abstraction:

U= ITR- MPC GTI 7)

Where: U- is the utility, ITR- revenues from intational tourism, GTI — global
index of terrorism, MPC- geopolitical influence sess military-political control

From such a equation follows that the output fer Buropean countries
is a consequence of the simultaneous increaseeinigk of terrorism and
tourism revenues, but the increase may be simutemebut not synchro-
nous, i. e. the revenue growth is always fastem tha increase in the risk
of terrorism.

Mathematically, this is explained as:

ITR=1 8
GTIk1 (9)

From where it follows, that:
ITR> GTI (10)

To be realized, the mathematical expressions depanithe degree of
the military-political control. Therefore, if theilitary-political control is
increasing in a given geographic region, it hasftimetion of diversifica-
tion and reduces the rate of the risk to anotheggphic region, accelerat-

! By non-synchronously is meant the rate of increase
2 By non-synchronously is meant the rate of increase

169



Proceedings of the 18 International Conference on Applied Economics
Contemporary Issues in Economy: Quantitative Method

ing the uncertainty in the controlled geographigisa. This allows the
revenue to be increased at a faster rate thansheesulting in a common
utility or a beneficial effect on the tourism inepe and the United States
at the cost of a negative impact on tourism in Ntiddle East, explained
mathematically by the monotone function:

ITR> GTI — f (MPC) (11)

It follows that the rate of growth of the intermatal tourism revenue
and the uncertainty generated by the magnitudbeofisk of terrorism, are
a function of exogenous external and internal jalitfactors, as well as
military strategic actions that give rise to cohtro

In order to prove empirically that concept, we mestpirically record
the existing dependence between the revenues frerinternational tour-
ism and the terrorism (tab.1).

The interaction between them is characterized amderate force de-
pendence, which confirms the theoretically justiflink. The dependence
between the terrorism and the tourism is an imporstarting point for
analyzing the impulse effects that are transmibettveen the terrorism and
the tourism. Their dependence is bidirectional lmehr, which character-
izes the dynamics of the trends of the two varglle a direct proportional
transformation over the time (fig.1). Consequentig, have a simultaneous
change of the two variables considered, but theetagion analysis can not
determine the rate of the change of the two vaegbl

At this stage of the study, the empirical argunmbat can be inferred, is
that the increase in the risk of terrorism andittt®emes from international
tourism in the European countries, Russia and thitetd States, is simulta-
neously and mutually inducible. This empirical @werization is ex-
plained by the geographical allocation of the §kerrorism, respectively
of the arising uncertainty. In other words, the mmiical, the geo-
economic and the geographic link between Europeamtdes and the
United States, on the one hand, and on the ottier Middle East, leads to
a simultaneous increase in the risk of terrorisigh mgomes from tourism
in Europe and the United States. And in the Mide#st we have an exces-
sive increase in the risk but not in the revenue.

It is obvious that terrorism has a strong impactteninternational tour-
ism cash flows, empirically from the finding thaetincrease in the risk of
terrorism by a unit, leads to an increase of tivemaes from international
tourism by 9.03, i.e. - a significantly higher inase. From here it can be
concluded, that the rate of the increase of themags from the interna-
tional tourist flow, is greater than the rate aichhthe risk rises. Therefore,
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the international tourism revenue from the Europeanntries and the
United States, is characterized by a consideralalyeasing size. This effect
of terrorism shows the hidden effects of the rigisg of insecurity. On one
hand, the uncertainty generates an outflow of sbaifrom the tourist desti-
nations in the Middle East. On the other hand rigle of terrorism, which
has been growing in Europe, induces the politieaisions in the European
countries that lead to increased security measamdsmore sophisticated
security methods, which, in turn, collide with maficient and attractive
tourist offers that also include the price manag#meéhis interaction be-
tween a governmental policy solution, larger andensmphisticated securi-
ty and rational management measures, lead to nurgetitive tourist
destinations. The effect is to increase the cashipts, as a result of the
greater security that attracts the internatioreai/dl.

The positive influence of the terrorism on the cesteipts in the coun-
tries under consideration, reveals its dialectigaltidimensional geograph-
ic influence, which has a creative destructive powhe terrorism, creating
insecurity, does not necessarily have negativecesffen the tourism cash
flows. On the contrary, it even creates favoraldaditions for their in-
crease. It can therefore be concluded, that tmertem impacts differently
on the different tourist destinations, which isault of its creative creative
power, that has geographic, political and economanifestations (see
Ahlfeldt, Franke & Maennig, 2015, pp. 3-21 and Temxn2017, pp. 132-
142).

The impact between terrorism and tourism is a tvag-ane. Therefore,
what is of interest, this is the impact of the intgional tourism revenue on
the dynamics of the preference for terrorist agaly. 2). It is logical that
larger cash flow leads to more tourists. And theotesm prefers locations
that are densely populated and comfortable footistrattacks. Because the
densely populated tourist destinations have chexiatits that determine
the effectiveness of the terrorist attacks. Thathy it is important to de-
termine the impact of the increasing financial rexes on terrorism.

Increasing the revenues from the internationalisoureads to an in-
crease in the risk of terrorism by a coefficienfldd9. Comparing this coef-
ficient with the growth rate of tourism revenuesaa®gsult of the increasing
risk of terrorism, it becomes clear that the tdsmrinduces growth in the
tourism revenue by a coefficient of 9.03. This canmgon proves that the
rate of the tourism revenue is higher than the o&iacrease in the risk of
tourism.

Thus, empirical arguments are presented in supfothe theoretical
and mathematical logic outlined above. The thecagtxplanation is lim-
ited to the following. The uncertainty in the MiddEast is a factor contrib-
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uting to the development of the tourism in Europd ¢he United States.
The conclusions made so far, allow to suggest thenaent that terrorism
is rather stimulating to the European tourism. Sheulating force of the
terrorism appears to be the direction of the toufflows to Europe and the
United States, which leads to an increase in thermges from the interna-
tional tourism. However, the increase in the rewefiam tourism does not
lead to a shift in the risk movements to the samneef as the increase in the
tourist flows.

The increasing of the revenue from tourism alsddea an increase in
the risk of terrorism, but the consequences arenaegéative. Rather, it may
be argued that this process leads to a usefuloegaufope and the United
States, which is times greater than the increasiskn This ultility is being
determined by the military actions that have besvetbping in the Middle
East and are under the political and economic obofrthe United States,
Russia, Turkey and Europe. It is these actionsat@atn exogenous varia-
ble that induces the diversification of the risktefrorism for Europe and
the US and an optimization of utility. The diversittion is a consequence
of NATO's control on the events in the Arab wdrdgolitical and military
terms.

From the analysis made so far, it is clear thatdhHewing inequality is
in effect:

ITR> GTI 2L

which means that the empirical analysis gives ecmtoc arguments that
we have a simultaneous increase of the two vasablgt the rate of their
growth is different, which is determined by geopcdil, economic and
military factors.

Here it has also been confirmed that the positifeceof terrorism on
tourism in Europe and the United States is a careszg of the unfavora-
ble conditions in the Middle East. The causal retethip between the de-
pendence of tourism and terrorism for the obseperitbd and the countries
under consideration and on equal terms, is clezstgblished (tabl.2).

To prove the main thesis, namely, that the temorigs a dialectical-
creative nature, empirical arguments have to hmdp that the reason,
determining the relationship between terrorism @uglism, is precisely the
risk of increasing uncertainty as a result of tesra. An empirical argu-
ment is been presented, that the impulses of thardics are transmitted as
a root cause of the terrorism to the cash recéipis the international tour-
ism. Then the evidenced thesis is set. It is tBaltérom the Granger Cau-
sality Tests that gives such arguments that theectar the dependence and
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the process provoked by this relationship betweemitism and tourism, is
from terrorism to tourism, which confirms the deegis. Theoretically, the
empirical results correspond to the theoreticaiclogrhich is derived from
the notion that terrorism has taken its peak omethe Middle East, even
thare was created a state on a terrorist basig tinelename of The Islamic
state.

Conclusions

The established dependence between terrorism amigrtoillustrates the
creative-destructive effect of terrorism. An argumnéor the existence of
such an effect is that the root cause for the &skednl cause-and-effect
relationship between the two variables is the ¢féé¢he terrorism and the
investigation — the dynamics of the magnitude efréwvenues from interna-
tional tourism.

The results obtained from the empirical analys@vigle an argument in
favor of the realized utility for the countries wndconsideration, which is a
consequence of the dependence between the riskrofism and the reve-
nues from international tourism.

Considering the terrorism as a factor and causaaviable, it has been
established that its increase by a unit leadsrtmeh higher increase in the
tourism revenue, which realizes a coefficient @39.The increased finan-
cial revenues from international tourism, on onedyancreasing by one
unit, lead to a proportional increase in the rigkeororism to 1.98. Conse-
guently, the final result is that the increaseh@ tourism revenue is several
times greater than the increase in the risk obtesim. This result is due to
geopolitical factors that lead to diversificatidmat limits the risk at the
expense of a significant increase in revenue. @hisrsification mecha-
nism is possible because the tourist regions asgstem of geographic
approximations that allow the distribution of theseécurity, which is sub-
jected to a politically military control.

The geographic link between Europe and the Middist ks the reason
for the increasing terrorism in countries suchras land Syria to redirect
the tourist flows to the European countries. NAT@ditical and military
intervention in the Middle East is the reason far terrorism to be directed
to Europe and the US, but on the other hand, tliggaband the military
control applied, leads to the regulation of th& B terrorism. The conse-
guence of the described complex geopolitical preegds precisely the
positive influence of terrorism on the increasdamfrism revenues in Eu-
rope, Russia and the USA.
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Annex

Table 1. Correlation Matrix between GTl and ITR
GTI ITR

GTI 1 0.42361248
ITR 0.423612480 1

Source: own calculations based on World Bank data, Global Terrorism Index-Measuring
and Understanding the Impact of Terrorism; the Institute for Economics and Peace (IEP),
2012-2017.

Table 2. Granger Causality tests results
Pairwise Granger Causality Tests

Null Hypothesis: Obs F-Statistic Prab.
ITR does not Granger Cause GTI 37 0.57457 0.5686
GTI does not Granger Cause ITR 6.97329 0.0031

Source: own calculations based on World Bank data, Global Terrorism Index-Measuring
and Understanding the Impact of Terrorism; the Institute for Economics and Peace (1EP),
2012-2017.
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Abstract

Research background:Innovative economy and the business environment are
important factors in the socio-economic developmeftthe country. In a
knowledge-based society, economic processes (@dlgedinovation activity)
require a specific stimulus. This stimulus can eviged by business support
organization, which have been present in the Pelisinomy since the 1990s.
Purpose of the article: The main goal of the article is to assess theegysinpact

of business support organizations on cooperatiothé area of new solutions
(product and process innovations) in industry itaRd.

Methods: The research method which was used in the analesslogit model-
ling. Cooperation in the area of new solutions whitk supplier, recipient and com-
petitor was established as a dependent variabldasidess support organizations
as independent variable. The analysis using lagisfjression was based on com-
parison two groups of enterprises: those that vgereice recipients of support
organizations and those that did not belong toghisip. In this way, it was possi-
ble to determine if the use of BSO services in@dake chances for innovative
cooperation in industry. The survey was conducte®013-2017 among 6284
industrial enterprises.

Findings & Value added The survey showed that business support orgamizat
significantly and systematically influence the &fisthment of innovative coopera-
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tion. Recipients of support organizations twice enoften cooperated with suppli-
ers and recipients than entities that did not. Gtmion of cooperation with com-
petitors by BSO was weaker than it was in the cdseippliers and recipients.

Introduction

Innovative economy and business environment ar@tirapt factors in the
socio-economic development of the country (Chu&Kdominiak, 2012,
pp. 54-77). In a knowledge-based society, econgmicesses require a
specific stimulus that is a synergic system of bess entrepreneurship,
scientific innovation and dynamic creativity, ciegtan innovation ecosys-
tem, although the formulation itself all the timadses interpretative doubts
(Ohetal., 2016, pp.1-6.). The combination of these elemeatsbe stimu-
lated through appropriate institutional equipmemdl @n innovative envi-
ronment.

Business support organizations function among tisétutional equip-
ment structures. The currently developed natiomal gegional develop-
ment strategies outline the structure of the supgtonctures of innovative
economy based largely on the intervention of sathorities in the process
of knowledge transfer. In Poland, the following distinguished (Matusi-
ak, 2011, p. 182):

innovation centres — technology parks, technoldgiteubators, aca-

demic business incubators, technology transfecexfi
- financing institutions — business angel networksal or regional loan

funds, credit guarantee funds;
— business centres — training and consulting centres.

Innovation centres focus on promoting and suppgitinovative activi-
ty among enterprises. Their activity is closelyatet! to the innovative ac-
tivity (Mizgajska & Wkciubiak, 2018, pp. 26-37). Enterprises located in
technological parks are characterized by bettesvative performance, and
companies from less technologically developed reglmenefit more in this
context (Albahariet al., 2018, pp. 253-279). Functions of parks are sup-
plemented by the operation of incubators on themises. They play an
important role in the development of start-ups,aose the entities operat-
ing in technological incubators have better resthits those outside them
(Reyaniet al., 2018, pp. 569-573).

Technology transfer offices intermediate in thesfar of technologies
from the sphere of science to business and betenenprises themselves.
It is easier for the centres to stimulate the pgeasd mediation and cooper-
ation between the enterprises themselves, becaobtems related to the
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trust of scientists arise on the science-busirieegEideri & Panagopoulos,
2018, pp. 953-965).

Financing of innovation activity takes place tham&sprivate support
(business angels networks) or public support (laad guarantee funds).
Investments of business angels fill the gap relavethe imperfections of
the financial market in relation to the high riskionovative projects and
the difficulties associated with their evaluatidbclieelaet al., 2018, pp.
96-106). Loan and guarantee funds are an institakiform of public sup-
port for entrepreneurship and innovation. They rofifans and guarantees
to entrepreneurs on more favourable terms thandaikthe same time,
fund recipients are enterprises with lower growtkeptial than the network
of business angels (Grimsby, 2018, pp. 1344-1365).

The training and consulting centres aim to suppottepreneurship, but
not only that related to innovation. They incretseeconomic potential of
the region in which they operate and improve thaliuof life of its in-
habitants.

When looking for and reviewing the studies in fiefdbusiness support
organizations, many publications can be found,thate is a lack of re-
search on the systematic impact of such institstiom cooperation in the
field of new solutions in macroeconomic terms, aoly in relation to the
Polish economy, but also the world. This problemmas only about con-
firming the thesis that business environment instihs have a positive
impact on establishing innovative cooperation. Atipalarly interesting
phenomenon is the precise definition of the dieiand scale of such
impact. This became the primary premise for coridgctesearch in this
area. In this context, the research hypothesisaisiiusiness support organ-
izations significantly, strongly and systematicadlycelerate cooperation in
the area of new solutions in terms of sectors dustrial enterprises in
Poland. The main research goal is to assess thensigsimportance of
business support organizations in stimulating iaiee cooperation in
Polish industrial enterprises.

Research methodology

In the analysis of the impact of business suppwarmizations on coopera-
tion in the area of new solutions, BSOs, whichracst common in Poland,
were adopted as independent variables. These @redlegy parks, tech-
nology incubators, academic business incubatacthntdogy transfer offic-

es, business angel networks, local or regional foads, credit guarantee
funds and training and consulting centres. The nidget variables were
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formed, however, by the innovative sectoral codjanai.e. with the sup-
plier, recipient and competitor.

The variables adopted for the study were dichotanoa. if the com-
pany cooperated innovatively, it received the valtig, if not, the value of
0. In the case of zero-one variables, the analysig use logistic regres-
sion. It is a mathematical model that we can us#egeribe the influence of
several variables X X,, ..., Xcon the dichotomous variable Y.

In logit modelling, the interpretation subjectstihe so-called odds ratio
that allows the comparison of two observation @as# indicates the rela-
tionship that a given event will be included in fivst group of elements
(e.g. in enterprises using technology transferceff) in relation to the fact
that it will also be in the second group (e.g.Ha group of entities that did
not use the services of centres). They are writieimg the formula
(Stanisz, 2007, s. 222):

OddsRatio =P 17 P> _ PA=P,)
1-p P, p,d-p)

The values of the odds ratio are interpreted dgvist
— OddsRatio> 1 — in the first group an incident is more likédyoccur,

— OddsRatio< 1 — in the first group an incident is less likedyoccur,
— OddsRatio = 1 — in both observation classes, the eventsisgs likely.

The study of the impact of business support orgdioias on the inno-
vative activity was attended by 6284 enterprise®sehbusiness profile
corresponds to section C of the Polish Classificatif Activities: Industri-
al processing. The study was conducted in 2013-2i/ covered the
whole Poland with respect to regional proportions.

In the surveyed group of enterprises (Table 1).entban 44% were mi-
cro enterprises that employed 9 people or lessll®miities with employ-
ment from 10 to 49 persons accounted for nearly 85%e research sam-
ple, and medium enterprises (from 50 to 249 emg@sy®ver 16%. The
share of large enterprises in the sample amouatieds$ than 5%.

From among all business support organizationsjitrgiand consulting
centres were the most popular (Table@yer 30% of the surveyed entities
used their services. The recipients of loan andaguee funds were ap-
proximately 20% of enterprises. Less entities bigeefrom the services of
innovation centres. 7% of surveyed enterprises fliedefrom the offer of
technology parks, less than 4% of the technologgstier offices, slightly
over 2% of technology incubators, and 1.6% of tt@damic business in-
cubators and business angel networks.

180



Proceedings of the 18 International Conference on Applied Economics
Contemporary Issues in Economy: Quantitative Method

Results

All business support organizations that were takémaccount in the anal-
ysis increased the chances of establishing cooperat the area of new
solutions with the suppliers (Table ¥)is worth emphasizing in this case
that the estimated odds ratio are characterized figh level of statistical
significance (p-value=0,01), which shows that 9%the research sample
is part of the estimated model. Most often, codjmmawas established
with suppliers in enterprises that used the sesvideraining and consult-
ing centres, business angel networks and crediagtee funds. They were
more than doubled in relation to enterprises trexewot interested in these
institutions. Almost two-fold increase in opportiies was noted in the case
of innovation centres — technology parks, technpliogubators, academic
business incubators and technology transfer offitag smallest, but still
positive impact was seen in loan funds. The chaot@splementing nov-
elties among their recipients increased by 40%. ddmstant at the level of
0.25 informs that the chances of cooperation iitiestthat did not use the
services of support institutions are 75% lower thmmoompanies that used
the BSOs services.

The impact of business support organizations cabéshing innovative
cooperation with customers is lower than in theeaafssuppliers (Table 3).
It is visible in two aspects. First, the conditioofsstatistical significance
were not met by one institution, namely the locakegional loan funds.
This means that among their recipients, no regidarrelated to more fre-
guent or less frequent cooperation with the renipigere noticed. Second-
ly, the odds ratio estimated for the “recipient” debwere lower than for
suppliers. More than two-fold increase in the clesnaf establishing coop-
eration was noted only among the recipients of rteldygical incubators.
Other innovation centres increased them from 60%086. In this range,
there were also chances among enterprises thattheeservices of the
business angels network (70%) and training andutting centres (66%).
Credit guarantee funds contributed to the incredisdhnances for establish-
ing innovative cooperation with the recipient by2d0it is also important
that entrepreneurs who did not use the servicdgisiness support organi-
zations over 80% less frequently cooperated indesfrinnovation with the
recipient.

The rarest impact, although still strong and imgaotit came from busi-
ness environment institutions on establishing coat® in the area of new
solutions with a competitor (Table 3). In the caét¢his model, the highest
value of the odds ratio was noted — namely then®ldgy transfer offices
more than tripled the chances of implementing nelut®ns in coopera-
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tion with a competitor. In the case of technologgubators, the chances
increased almost twice, and technological parksé-tilnes. At the same
time, there was no relationship between cooperati@hthe use of academ-
ic business incubators and business angel netwOrkslit guarantee funds
contributed to an increase in opportunities by 4@% training and con-

sulting centres by 29%. In the case of credit guaefunds, the value of
odds ratio was below one (it was equal to 0.68)s Tieans that entities
that used their services, 32% less often estalolisbheperation with a com-
petitor than companies that did not use the sesvafefunds. Also, 96%

less often cooperated in an innovative way witlhganizations.

Summing up, based on the collected primary datlacafculations car-
ried out, it should be stated that business suppgdnizations in Poland
have a systemic, strong and positive impact orbksteng cooperation in
the area of new solutions regardless of the typargdinization under con-
sideration. The only exceptions are loan fundsk(laicconnection in the
case of cooperation with the recipient and negatiteraction in the case
of cooperation with a competitor) and academic rtess incubators and
business angels networks (no connection for estdbli cooperation with
a competitor).

Conclusions

In the light of the analyses conducted, it can $®umed that the research
hypothesis at the beginning of the article was ico&d — business support
organizations in a significant and systemic mamoartributed to establish-
ing cooperation in the industry in the area of rsmltions. Greater influ-
ence in this area was characteristic of the innonatentres than financing
institutions and business centres. This concermédnly the impact, but
also the direction (reducing the chances of codjperavith a competitor
among the recipients of loan funds). This is nepgsing, as cooperation
in the area of new solutions concerns entitiesgbak support among insti-
tutions specializing in providing pro-innovativerdgees, which include
innovation centres. While financing institutionsigraining centres support
entrepreneurship, which is connected not only \ithovation, but also
with the professional activation of people fromiatlg excluded groups.

It was easier for business support organizationsitiate cooperation
along the supply chain than with a competitor. Tesult is not surprising
because cooperation with a competitor is one ohtgkest forms of coop-
eration in the area of new solutions. It requiretear definition of the are-
as in which competing entities will use the resoltan innovative project.
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In addition, entrepreneurs are more likely to iatémwith the supplier or the
recipient even because of “everyday” business ctsta

The conducted study clearly indicated the large memof innovation
centres in the process of stimulating innovativepawation. In the case of
technology parks and technology incubators, as askhcademic business
incubators, the geographic concentration of enprmay influence the
establishment of cooperation. At the same timegtiestion about building
a network remains open — do these business supamizations generate
the building of innovation cooperation within theeh®&s (among compa-
nies-occupants), in regional arrangements, or magbtside the re-
gion/country. The activity of technology transfeffiaes is considered
mainly in the context of the commercialization afokvledge produced in
universities. However, the conducted study showed the centres also
contributed to sectoral cooperation and that ofafiport institutions, they
stimulated the cooperation with the competitorriuest.

Financing institutions were characterized by tlasiempact on cooper-
ation among the analysed BSOs. In the case of tisndéss angels
netowork, this can be explained by the fact thatrall number of enter-
prises used their services, which did not allougiify their systemic im-
pact on establishing cooperation with a competdiarge number of enti-
ties used the services of loan and guarantee f(2@k of the research
sample), however their impact on the cooperatioa svaall or none (loan
funds) or significantly smaller than other instituis (guarantee funds).
This means that supporting innovation is not tme&in area of activity.
Considering this fact and the small number of mgithat have used the
capital of business angels, it can be hypothegisadthere is a bottleneck
in the Polish national innovation system relateéinancing cooperation in
the area of new solutions.

The study was of a diagnostic nature. It was inditdnow BSOs influ-
ence the establishment of innovative cooperatiomdver, the reasons for
this state are not clearly defined. Therefore rdsearch topic covering the
determinants of mechanisms for the spread of krigdebetween enter-
prises with the participation of business suppadanizations would be
interesting. The aspects analysing the spatiahéxifethe initiated coopera-
tion would also be interesting. It would show whestthere are strong cen-
tres generating new products and technologies listPaegions, or maybe
enterprises must enter into agreements on a maal® ® seek partners for
innovative projects.
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Annex

Table 1. Structure of the studied companies in terms obft&ze classes and level
of technical advancement

Sizeclasses Quantlty of Per centage
companies
Micro 2779 44.2%
Small 2172 34.6%
Medium-sized 1041 16.6%
Large 292 4.6%
Sum 6284 100%

Source: author’'s own research based on survey.

Table 2. Cooperation of the studied company with Businags8rt Organizations
in 2012-2014

Buosrg;ﬁ;;% p;]c;rt Quantity of companies Per centage
Technology Parks 440 7.0%
Technology Incubators 144 2.3%
Academic Business Incubators 102 1.6%
Technology Transfer Offices 239 3.8%
Business Angels Networks 103 1.6%
Local and Regional Loan Funds 1320 21.1%
Credit Guarantee Funds 1158 18.5%
Training and Consulting Centres 1914 30.6%

Source: author’'s own research based on survey.

Table 3. llorazy szans w wieloczynnikowej regresji logitgvabrazujce zwizki
miedzy instytucjami otoczenia biznesu a podejmowanievspéipracy

w
przedsgbiorstwach przemystowych w Polsce w latach 20137201

Business Support Organizations - Coopergt!on with -
supplier recipient competitor
Technology Parks 1.94 (%) 1.61 (*) 1.58 (**)
Technology Incubators 1.88 (*) 2.35(%) 1.96 (**)
Academic Business Incubators 1.86 () 1.59 (%) 1.72
Technology Transfer Offices 1.95 (% 1.70 (% 3.1
Business Angels Networks 2.17 (% 1.70 (%) 1.08
Local and Regional Loan Funds 1.41 (%) 1.12 0.69 (*
Credit Guarantee Funds 2.13 (%) 1.40 (*) 1.46 (**)
Training and Consulting Centres 2.18 (*) 1.66 (*) 1.29 (**¥)
constants 0.25 (*) 0.18 (*) 0.04 (*)
chi-square 647.36 227.95 78.463
p-value 0.000 0.000 0.000

* - statistical significance 0.01
** . statistical significance 0.05
*** . statistical significance 0.1

Source: author’'s own research based on survey.
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Abstract

Research background:The issue of price flexibility is crucial in ecamg both in
the aspect of company theory and its macroeconeonsequences. In a number
of publications, the sources of variable price ifddity are linked to the market
power of enterprises as well as the market stracthat developed in a given
branch. It is difficult to indicate empirical stadi that would state clearly whether
price flexibility depends on the degree of monopamiythe market power of enter-
prises. This paper concerns that particular fiélstady.

Purpose of the article: The purpose of the paper is to present the statisde-
pendence of the degree of monopoly and market paweiprice flexibility in
economy.

Methods: The analysis has been conducted using aggregatted adncerning
Polish economy in the period from 2001 to 2013eldasn COICOP. The degree of
monopoly indicator was the average number of conegain a given branch, fol-
lowing the classical models of market structures; market power indicator was
the average net revenue from sales of productemerprise representing a given
branch; the measure of price flexibility was thelmbility of price variation esti-
mated using the Calvo pricing model. It is therefarfrequency-based approach to
price flexibility. Statistical dependence was asaly using the Spearman's rank
and Kendall's tau correlation coefficient and sienpggression models.

Findings & Value added: The outcomes indicate that there is no statisyicsd)-
nificant relation between the degree of monopoly anice flexibility and also
between the market power and price flexibility. $hthe findings of the analysis
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support the studies which reject the assumptionttiggner degree of monopoly or
higher market power of an enterprise is followeddss flexible prices.

Introduction

The goal of this study is an empirical analysishe relation between the
degree of monopoly, market power and price fleiibiin Poland. This
study is an attempt to fill the gap in the literatwn the relation of the de-
gree of monopoly, market power and flexibility afiges in Poland. The
study has been conducted using the data from thedpef 2001 to 2013.
Degree of monopoly, market power and price flekipindexes have been
estimated. The degree of monopoly index represethiedverage number
of enterprises per branch, with the assumption ltdve¢r number of enter-
prises is followed by a larger degree of monopblgrket power index was
the average net sales revenue per an enterprasgiven branch — higher
index values indicate larger market power. Finaflyice flexibility has
been estimated using the Calvo price setting mttdglindicates the price
variation probability — higher values indicate mdtexible prices. The
dependence between the degree of monopoly, maoketrpand price flex-
ibility has been analysed using the Spearman's canielation coefficient
and simple regression models.

The first part of the paper presents the revieyudilications concern-
ing price flexibility in the economy and its relati with the degree of mo-
nopoly. Next, the data used for determining thereegf monopoly and
market power indexes as well as Calvo price sefinatpability coefficients
are presented. The following parts contain theltesi the said indexes as
well as the analysis of the dependence of the degfrenonopoly, market
power and price flexibility. The paper ends witlt@clusion and an ap-
pendix, containing the details not included in tir@n part of the study.

Literature review

The studies of the relation of price flexibility cithe degree of monopoly
or market power of enterprises have a long tradlittdowever, individual

categories have been defined in various ways. Higcgbility has been

analysed as a response of price to variable denasndgell as the scale or
frequency of price variations. Different measurésiegree of monopoly
and market power have also been used. The studieslvased on various
types of data - aggregated, unit or survey dat# fdview is a synthetic
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discussion on the most important studies concerthilgyissue, in which
analysed categories are understood differently.

S. Aaranovitch and M. Sawyer (Aaranovitch and Sawj@81) indicat-
ed that price response during the economic recoperiod (demand in-
crease), or economic regression (demand decraedeggdnded on the mar-
ket structure — in sectors with larger concentrapoices were more rigid
than in more competitive sectors. The study ofohed and L. Laudadio
(1990), conducted using aggregated data conce@arpdian industrial
enterprises from 1971 to 1982, confirmed the asdupr&ce rigidity in
monopolised sectors, but only to a limited ext@mice rigidity in monopo-
lised sectors did not maintain throughout the erngigriod of high inflation,
only in its initial period. Prices in monopolisedctors started to reflect
inflation and changed in the same way as thosenmpetitive sectors.

A separate group of price behaviour analysis taskse analysis of the
frequency of changes, conducted both on aggregateels and on micro-
data. It is assumed that is price changes occuoften, which means that
they are flexible, then the monetary policy haseffect on the real values
in the economy. However, if price changes are ikt rare, then money
is not neutral and the monetary policy determihesréal values.

In the already classical studies of price changeguency, M. Bils and
P. Klenow (Bils and Klenow, 2004) claimed that pscin the USA are
more flexible than it has been determined in otralyses. To analyse the
relation between the price changes frequency (digenvariable) and the
degree of concentration, Bils and Klenow used thowing dependent
variables: contribution of four largest enterprigebranch revenue, margin
and diversion ration of a given product. The estadamodel indicates
larger price changes frequency in more competietors, measured by
the concentration coefficient and the margin anddpct substitution
(Ibidem, pp. 957-959). In the second model, Bild &tenow considered
the degree of product processing. That variablensde have a significant
effect on the price variability frequency. In thabdel, variables: contribu-
tion of four largest enterprises in branch reveand margin, became less
significant in terms of price change frequencyhe authors indicate that
competitiveness of the branch, at least measurdtiebyariables used, is a
weak predictor of price change frequency.

! The second model proved better adjustment to akee-d B 63%, as compared to 36%
in model 1.
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Research methodology

Three types of data have been used in the reseBrdata concerning the
number of companies according to the PKD classiiod (annual data of
the period from 2001 to 2013); 2) data concerniaggravenue on sales of
products, grouped according to the PKD classificatiannual data of the
period from 2001 to 2013); 3) price indexes of eoner goods and ser-
vices announced on the basis of the Classificaifdndividual Consump-
tion according to Purpose, adapted to the needsétared Indices of
Consumer Pricés (COICOP/HICP) (Central Statistical Office 2014)
(monthly data of the period from December 2001 pail2013).

Based on the data mentioned in item 1, the indekdsgree of monop-
on4 have been estimated. Their purpose is to deterthmeelative degree
of monopoly in individual branches. In this studhas been assumed that
the degree of monopoly is measured as the avenambar of enterprises
in a given branch — the lower is the number of canngs, the less competi-
tive is a given structure. To estimate the degfamaanopoly (competitive-
ness) of a given sector, the Average Numbers of famies Index (ANo-
CI)® has been used. ANoClI has been estimated basdu dollbwing for-
mule’;
27=1njt
S Nyt

Z;L:l njt

n
j=1Nje

ANoCI; = /

where:

ANoCI| - average numbers of companies index in seéctiased on COICOP
ny— number of companies having PKD cgde the yeat;

Nj— number of PKD codes representing sectbased on COICOP in the ydar
i — COICOP code;

j — PKD code;

t — year =2001,...,2013)

2 Data derived from the National Official Businesegister REGON. Collected data
concern approx. 40 thousand enterprises.

3 Data derived from the CEIC database.

4 The paper that presents methodology and resultegfee of monopoly and market
power is in review (Untiski, in review).

5 In particular it refers to an average number ahpanies under the same PKD code.
One COICOP code usually covers several PKD codés.the effect of matching of both
classifications.

5 This index has been transformed into a fixed lragex by determining the ratio of the
average number of companies in a given COICOP sémde) in the whole analysed peri-
od and the average number of companies in all C®IG€ctors (code) in the whole ana-
lysed period.
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Market Power Index (MPI) has been determined usitigitional data
concerning net revenue from sales of products gebidoy companies
grouped according to the PKD classification (itejn Karket power of
enterprises, that can be used, e.g. in the priteg@rocess, does not have
to be determined only by the market structure.threowords, if a given
branch is relatively small, then even an oligogmisarket structure may
not give the companies representing that brandgrefisant market power
and the possibility to shape their prices. Thuasrttarket power index MPI
is the average revenue per company in a given branihe lower is the
number of companies representing the branch andigher is the revenue
achieved by all companies in that branch, the higine the values of the
MPI indeX. MPIs for individual COICOP sectors have beemestid with
the use of the following formula:

n Tt yn It

MpI, = Tt T e
i = \yn n

j:1th Zj:1Nit

where:

ng— number of companies having PKD cqde the yeat;

Ni— number of PKD codes representing setbased on COICOP in the ydar
ry— net revenue from sales of products of PKD dddethe yeat;

i — COICOP code;

j — PKD code;

t — year =2001,...,2013)

Unfortunately, part of the data concerning net nesefrom sales had
not been disclosed, due to the possibility of idginiy the entity con-
cerned. According to the statistical confidentiaptinciple, individual data
or data in which aggregation comprises less thegethntities, or in which
the proportion of an individual entity exceeds Bida particular aggrega-
tion, cannot be made availablés a result, MPIs estimation has been lim-
ited, considering only those years in which ne¢saévenues of all compa-
nies were public. If for a given branch there weoeyears in which all net

" The obtained average net revenues from salesodfipts have been transformed into a
fixed base index by dividing individual values thetaverage revenue in all COICOP sec-
tors (codes) and in all years encompassed by thlgsas

8 Act of 29 June 1995 concerning official statistideurnal of Laws of 1995 No. 88,
item 439.
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revenue values were public, the analysis was linite those years in
which confidentiality was relatively lowést
ANoCI and MPI indexes are presented in figure 1.

In this analysis, price indexes of consumer goodd services an-
nounced by the Central Statistical Office have besed’. The publica-
tions of the Central Statistical Office are basedtloe Classification of
Individual Consumption by Purpose adapted to thedseof Harmonised
Indices of Consumer Prices (COICOP/HICP) (Centralti§ical Office,
2014).

The price setting model formulated by Guillermo @a({Calvo 1983)
assumes that revision of prices in individual gmises is not a continuous
process, and that these processes between erdsrares not synchronised.
Consequently, a business entity must respond pritge-setting process to
the occurrence of a random signal that triggergtiee-setting decision. It
is assumed that the probability of occurrence af flignal in the following
periods is not related to the period in which itweed in the past and is
specific for every company. The Calvo price settingdel also assumes
that individual companies determine the pricesheirtproducts with con-
sideration of the expected average price and tiikenaituation. A given
price is changed only when respective company vesea signal that indi-
cates the necessity of that change (Ilbidem 198233-384).

According to the Calvo price setting model, prinetime t is the func-
tion of a discounted sequence of price-settingsi@es made in the preced-
ing periods:

pr = 52(1 -8 vy
=0

where:

p: — price in timg;

6 — probability of receiving a price change sigmahi the market;
Vi— price-setting decisions in peritd

® The highest coefficient for which data have beseduto estimate MPIs for companies
whose data have been made confidential in relatoall companies in the branch, was
3.3%. Considering the fact that in group 08.1 RdStawvices there were no years in which
complete data were available, and the minimumahtmnterprises with undisclosed revenue
due to statistical confidentiality, in relation ai companies in the branch was 23.8%. That
group has been excluded from MPI estimation.

101t actually concerns the CEIC database, not theligations on the website of the
Central Statistical Office.
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This equation can be presented in form of a diffeeeequation (Wal-
lusch, 2007):

pe = 6ve + (1= 6)pe—1q

Then the unobserved variableis considered a residual of the auto-
regressive AR(1) model:

Pt = ape—1 + ¢
where:
a=1-4
Ne = 6v;

It is also assumed that price-setting decisigrewe a white noise pro-
cess, which allows to assume that the produétpthas a normal distribu-
tion with zero average and finite variance.

Having parameterr estimated, it is possible to determine the price
change probability in the following month:

0=1—-«a

With the assumption that price may change any tinw, only with
monthly intervals, it is possible to determine fitecalled immediate price
change possibility:

—in(1-a)

the average time between price changes in montfadlusch, 2007, p.
147):
-1

T =na=s

Trend has been removed from the used time seripsaefs by means of
the Hodrick-Prescott filter with standard smoothparameter for monthly
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series". Seasonality has been removed using the Censi@srixethod.

The price change probability for the aggregate@inaf consumer pric-
es from December 2001 to April 2013 is 5.71%, wigores 17.02 months
between price chang®@s

Results

The analysis of correlation using both Spearmaari& and Kendall's Tau
coefficients (Table 1) indicates the lack of amgtistically significant de-
pendence between the Calvo price change probaldkiyree of monopoly
index ANoC and the market power index MPI. It ineglithat the the mar-
ket structure and the market power of enterprisesgiven branch have no
effect on price flexibility in these branches.

Conclusions formulated on the basis of the analysirrelation coef-
ficients have been confirmed by the regressiveyaisil. In all cases —
whether in the divisions, groups or clas$esthe regression analysis con-
firmed the lack of any statistically significantpmdence between the de-
gree of monopoly (ANoC) and price flexibility (Calvand also between
the market power index (MPI) and price flexibil{¢alvo). In each case,
the dependent variable — ANoC or MPI — was statdlij insignificant.

Conclusions

The analysis performed indicates that there is tatisfically important
dependence between the degree of monopoly, maoketrpand price flex-
ibility. Despite the fact that high differentiatiai price change probability
occurred in individual branches, it could not belaimed using the as-
sumed degree of monopoly and market power indexes.

The dependence between the degree of monopoly,emmpdwer and
price flexibility has been analysed many times. Bliained results sug-
gested that such dependence occurs frequentlyitdhstrength is rather
insignificant. The surveys indicated a bit strondependence. Consequent-

11t is necessary due to high autoregressive pammvelues occurring when trend is
nor removed from the time series. In such caseemiiange probability is underrated.

12 3. Wallusch obtained a similar result for CPItie period from January 1994 to June
2006, amounting to 6.6% (15 months between priemgés) (Wallusch, 2007, p. 150).
13 All presented models had correct specification.
1n case of sub-classes, the number of availatdershtions was not sufficient to conduct
the regression analysis.
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ly, other factors may better explain the differatitin in price flexibility, or
in this case, price change frequency, than theegegi monopoly and mar-
ket power. It is also confirmed by the researchs@néed in this paper,
which suggests that in Poland, selected variabiedegree of monopoly
and market power cannot explain price change frequat all.
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Annex

Table 1. Results of calculation of the Spearman's ranketation and Kendall's
Tau coefficients between Calvo price change prdigband the degree of
monopoly and the market power indexes

Spearman's rank

number of correlation coefficient
observations coefficient/ value p-value
Kendall's Tau
I Spearman -0.32 0.29
dwvisions 12~y cndall 0.27 0.19
groups - 20 Spearman -0.34 0.14
ANoCI - degree of Kendall -0.22 0.16
monopoly index classes - 19 Spearman 0.07 0.77
Kendall 0.08 0.67
Spearman -0.54 0.22
sub-classes -6 cndall -0.47 0.13
I Spearman -0.08 0.78
dwvisions 12~y cndall 20.09 063
groups - 20 Spearman 0.26 0.27
MPI - market power Kendall 0.20 0.23
index classes - 19 Spearman 0.27 0.25
Kendall 0.16 0.36
sub-classes - 6 Spearman 0.54 0.22
Kendall 0.47 0.26

Table 2. Results of regression analysis between Calvo phe@ge probability and
the degree of monopoly and the market power indexes

s_ample Model P-value Determination
size factor R-square

divisions - Calvo = 0.06 + 0.21 ANoC - 0.150.35

12 ANoC? 0.26 018
ANoClI - groups-20 In_Calvo=-250-0.34In_ANoC  0.11  13.
degree of
monopoly _,oCalvo = 0.10 + 0.04 ANoC - 0.010.67
index classes - 19 sNoc? 0.58 0.03
_stéb—classes insufficient observation =~ —eeeeeees ceeees
‘ig"s'ons " Calvo = 0.12 - 0.02 MPI 0.57 0.03
MPI - market groups -20 In_Calvo =-2.27 + 0.13 In_MPI 0.36 5.0
powerindex  classes-19 In_Calvo = -2.43 + 0.15 In_MPI 032  060.
sub-classes

6 insufficient observation s s




Figure 1. Degree of monopoly and market power in selecéstioss of the
Polish economy based on COICOP classification
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Figure 2. Price change probability

according to Calvo mdthodivisions,

groups, classes and subclasses of the Polish egonom
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Abstract

Research background:Currently, 28 cities belong to the Polish Natio®it-
taslow Network, including 20 from the Wanisko-Mazurskie Province. The net-
work is dynamically growing and is the second latg€ittaslow network in the
world. Cities co-operate within the network, promand spread the idea of a good
life. At the same time, they take care of preseythe unique character of each of
them. Cities are joined by a common idea adoptechpove the quality of resi-
dents' life. However, each city has a differentdrig tradition, natural and cultural
values, and also has a different development patent

Purpose of the article: The purpose of the study was to assess the dewelup
potential of member cities of the Polish Nationataslow Network.

Methods: The method of linear ordering based on a synthetlex was used to
assess the development potential of cities. Thehstino index of development
potential of cities was determined using non-madethods.

Findings & Value added The highest development potential is charactdrizg
Rzgéw, a city located in the Lo6dzkie Province, lgepart of the £64 agglomera-
tion. In the second place in the ranking is Lubasvaity located in the Wariis-
ko-Mazurskie Province. The cities with the lowesvelopment potential are Re-
jowiec Fabryczny, located in the Lubelskie Proviraoed Kalety, located in the
Slaskie Province. Most of the cities of the Polish ibiaal Cittaslow Network are
cities in which the value of the synthetic indexdefvelopment potential is below
the average for all cities. These cities hope thambership in the network will
become a factor that positively accumulates thewetbpment.
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Introduction

The Polish National Cittaslow Network was founded April 2007. It is
currently the second largest Cittaslow networkhia world, and continues
to develop very dynamically. There are 28 membgssiof which 20 lie in
the Warmnsko-Mazurskie Province. The supporting member ef rtlet-
work is the Marshal's Office of the Waisko-Mazurskie Province

The purpose of the Polish National Cittaslow Netwisrto promote and
spread the idea of good life, which is an altem@ato urban rush and pro-
gressing globalisation. Actions undertaken by manciis concentrate on
the improvement of the quality of residents’ liftgre for history, nature,
tradition and hospitality. The cities belonginghe network share the same
idea adopted in order to improve quality of lifetiéir inhabitants. Howev-
er, each of these cities has different natural ewitural assets, different
history and tradition as well as a different depetent potential.

In connection with the above, the purpose of théystvas to assess the
development potential of member cities of the PoMational Cittaslow
Network.

The method of linear ordering based on a synthietlex was used to
assess the development potential of cities. Théhsyin index of develop-
ment potential of cities was determined using the-model methods. Val-
ues of the variables were obtained from the Loa#thBank. The analysis
covered data from the year 2017.

Polish National Cittaslow Network— creation and development

The Cittaslow movement was born in Italy in 1999 &s aim was to ex-
tend the concept afow food to other areas of human life, and consequent-
ly to offer local communities a new concept of lif¢good life". The Cit-
taslow movement is based on the philosophy of sk@snwhich opposes
the excessive acceleration of the pace of lifehim ¢ra of globalization
(Romaet al., 2012, p. 28).

Idea Cittaslow is an alternative approach to uribewelopment that fo-
cuses on local resources, economic and culturahgiins, and the unique
historical context of a town. Slow cities are pleéere citizens and local
leaders pay attention to local history and utitize distinct local context to
develop in better and more sustainable ways (M&d&mox, 2006, pp.
321-322). Cittaslow is an alternative vision of elepment, aimed towards
preserving the precious local values (Grzelak-Klektuet al., 2011, p.
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191). Cittaslow is a movement that highlights lodiflerences in times of
homogeneity (Baldemigt al., 2013, p. 75).

The creation of the Cittaslow network was initiatgdthe authorities of
4 Italian cities: Bra, Greve in Chianti, OrvietodaRositano. The Cittaslow
network may include small and medium-sized citié® & population few-
er than 50,000 inhabitants. A candidate city musétha minimum 50% of
the 72 criteria in the certification process. Thesteria are grouped into 7
areas: energy and environmental policy; infrastmectpolicies; quality of
urban life policies; agricultural, turistic and iaan policies; policies for
hospitality, awareness and training; social colregartnership.

The international Cittaslow network currently cated of 252 cities
from around the world. The network is dominated Ehyropean cities —
there are about 190. In second place in termseohtimber of cities in the
network there is Asia — about 50 cities. The Eaeopleader in terms of
the number of cities in the Cittaslow network &lyjt— 84 cities. In second
place is Poland — 28 cities, the third place isupged by Germany — 19
cities Cittadow List, 2018, pp. 1-10).

The Polish National Cittaslow Network was estatdislon 13 April
2007. The founders of the network were four cifresn the Warmisko-
Mazurskie Province: Biskupiec, Bisztynek, LidzbakWarminski and
Reszel. The Marshal's Office of the Wailisko-Mazurskie Province be-
came the supporting member of the network. The gbahe Polish Na-
tional Cittaslow Network is to promote and sprelagl idea of good life of
city residents by implementing in cities certailusons which belong to
the scope of environmental and infrastructuralqyplurban space, hospi-
tality, social cohesion and partnership.

The Polish National Cittaslow Network currently entpasses 28 cities,
of which 20 lie in the Warmsko-Mazurskie Province. (Fig 1). Most of the
cities which belong to the Polish National Cittagldletwork are small,
with a population of up to 20,000, and only 3 dfisuch as Bartoszyce,
Dzialdowo and Prudnik, are medium-size ones, haovay 20,000 inhab-
itants. The average size of a member city is 9r88lents.

The development of cities belonging to the Cittasteetwork is based
on the theory of endogenous development. The mgstriant endogenous
assets of Polish slow cities include: attractiveggaphical location, natural
environment values, rich historical and culturafitage, local tradtitions
and products, and the strong sense of social iglefttities try to use these
advantages. Therefore, the cities concentrate ynoatlactivities aimed at
environmental protection, improving the living cdatimhs of residents,
promoting the tourist attractiveness of the cityd araising the pro-
ecological awareness of residents. As noted bypdgtii (2015, p. 33),
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slow cities strive to maintain small-town distinethess by protecting the
local heritage, slowing the pace of time and insireg livability, while
supporting the principles of sustainable develogmés noted by Rysz &
Mazurek (2015, p. 41), slow cities lead a dailg lififferently than before,
in a slower, less rapid way, not focused on praditgt

In summary, the development of the Polish slowesiis based on their
local, endogenous potential. Importantly, eachhef tities of the network
has a different, unique development potential, thud has different devel-
opment opportunities.

Research methodology

The method of linear ordering based on a synthietiex was used to as-

sess the development potential of cities belonginghe Polish National

Cittaslow Network. The selection of variables wagde on the basis of

substantive, formal and statistical criteria. Thesgre attempts to choose

such variables that best describe the developnmanial of cities and are
available and complete. Variability of variabledaheir correlation with
other variables were also taken into account.

In the final set of variables on the basis of whisé synthetic index of
development potential of cities was built, the daling variables were
found (both stimulants — S, and destimulants — D):

— Xy — number of population at the non-working age 120 of working-
age persons D,

— Xz— number of privately owned business enterprised [0 residents
— S’

— Xz —share of enterprises in section C (industrial @ssmg) in the total
number of business entitiesS,

- X4 — share of enterprises in section G (wholesaleratall trade, car
repair) in the total number of business entitie3,

— Xs— share of enterprises in sections | and R (hdipitand catering,
culture, entertainment and recreation) in the totahber of business
entities— S,

— Xs— number of working persons per 1,000 residents — S

— X;— population growth per 1,000 residents — S,

— Xg— balance of internal migrations for permanentdesce per 1,000
residents — S,

— Xg— school enrollment rate for post-primary schaotients- S,
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— Xyo— number of residents per 1 health centre — D,

— Xy1— number of residents per 1 pharmady,

— Xg2— number of flats per 1,000 residentS,

— Xy3— average useful floorspace per 1 person — S,

— Xi4— share of the population in households with actessaterworks

and sewers S.

The synthetic index of the development potentiatibés was calculat-
ed after the variables had been stimulated and al@m®ad. The stimulation
of the variables considered to act as destimulaatsperformed according
to the formula (Panek & Zwierzchowski, 2013, p.:34)

x5 = max{x;"} — x;° i=12,..,nj=12,.,m, (

where:

x;;5 — value of ™ variable ini"" object after stimulation,

max; {x;;°} — maximum value of"" destimulant variable in the set of objects,

x;;2 — value of "destimulant variable iii" object.

After stimulation, the variables were normalisedridalisation was ac-
complished by applying the zeroed unitarisationcpdure, according to
the formula (Panek & Zwierzchowski, 2013, p. 37):

xgj— "0 )

Z:: = m—mo———————
T M ) M ()

i=12.,nj=12.,m, @)

where:

z;; — normalised value gf" variable ini™ object,

x;; — value of ™" variable ini"™" object,

ey "% {x,j} — min and max values ¢i" variable in the set of objects.
Normalised variables were submitted to the proceddéisynthetisation.

The synthetic index of the socio-economic poterntifakities was deter-

mined using non-model methods, according to théovahg formula

(Panek & Zwierzchowski, 2013, p. 63):

1 .
si = — Z}”:l zj i=12,..,n, )
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where:

s; — value of a synthetic index ifl" object,

z;; — normalised value gf" variable ini™" object,
m — number of variables.

The synthetic index of the development potentiatief cities gained
values within the interval of [0; 1]. Based on thaues of this index, the
cities which belong to the Polish National CittaglNetwork were ordered
linearly.

Results

Values of the synthetic index of development paottmtf the cities belong-
ing to the Polish National Cittaslow Network aresented in Table 1.

The highest development potential was determine®gow, a city lo-
cated in the Lodzkie Province, being part of the4agglomeration. The
distinguishing asset of this city among all the ri88worked cities is the
highest level of entrepreneurship. There are 2iamly owned business
enterprises per 1,000 inhabitants of Rzgéw, wiiedverage for all cities
of the network is 93. Rzgow is characterised by highest number of
working persons per 1,000 city inhabitants (745usrthe average of 246)
and the highest percentage of companies from ssc@oand G in the total
number of economic entities (their total share 88%).

The second place in ranking was scored by LubaviaKganecka-
Szydtowska, 2017, pp. 61-73), a city in the Waliskb-Mazurskie Prov-
ince. This city has a very high number of workireggons per 1,000 popu-
lation (539 versus the average of 246), a hightivespopulation growth
rate per 1,000 population (3.9 versus the averhagp and a high positive
internal migration balance for permanent residepee 1,000 population
(5.8 versus the average -2.4). The third placeaitking was assigned to
Murowana Gélina, a city in Wielkopolskie Province, lying witthe ag-
glomeration of Pozna An asset of this city is its high level of entrep
neurship (there are 144 private business entegppee 1,000 population).
Murowana Gélina is also distinguished by the lowest demograpbad,
among all cities of network, measured by the nundferon-working age
population per 100 working-age persons (49 velseiaverage 61).

The lowest development potential was determinedRejowiec Fab-
ryczny, a city situated in the Lubelskie Provin€ae weakness of this city
is its lowest entrepreneurship level among all 28nier cities. There are
only 52 private sector companies per 1,000 poprativhich is four-fold
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fewer than in Rzgéw. Rejowiec Fabryczny is alsorabi@rised by a very
small number of working persons per 1,000 resid€r@8 versus the aver-
age of 246). Other cities with low development pttd are Kalety in the

Slaskie Province and Goérowo ltaweckie in the Watskio-Mazurskie

Province. Significantly, in 18 member cities of tRelish National Cit-

taslow Network the value of the synthetic indextloé socio-economic
potential is below the average for all cities.

The differentiation in the development potentifithe cities belonging
to the Polish National Cittaslow Network is at adien level. This is con-
firmed by the value of the coefficient of variatjamhich equals 17.4%, and
by the gap between the max and min value of théhetic index which
equalled 2.5.

Conclusions

As results from the research, the differentiatiorinie development poten-
tial of the member cities of the network is at thedium level. This is con-
firmed by the value of the coefficient of variatjomhich equalled 17.4%,
and by the relation between the maximum and minimmaiae of the syn-
thetic index of the development potential of theg&es, which equalled
2.5. The highest level of development potentiaharacterized by Rzgow,
a city which lies in the Ladagglomeration. The lowest level of develop-
ment potential is characterized by Rejowiec FabrycSignificantly, only
in 10 member cities of the Polish National CittasNetwork the value of
the synthetic index of the development potentialieve the average for all
cities. Tese cities are: Rzgow, Lubawa, MurowanaliGm Nowy Dwor
Gdaiski, Biskupiec, Nidzica, Dzialdowo, Pasym, Lidzbarkd Lidzbark
Warminski.

Despite this diversity, the cities share the comndea, the common
development model adopted to improve the qualitfifefin a small city.
Cities cooperate with each other as part of thevordt and hope that this
cooperation will bring them many benefits. The fumaing of cities in
accordance with the idea of Cittaslow, does notnrtbeair slowdown. It
means their development by improving the qualityredidents' life, in-
creasing the attractiveness of the city for togrighint promotional cam-
paigns and easier sourcing of capital.

The adoption of the "slow city" development modetherefore an op-
portunity to improve the attractiveness and contipetiess of small cities.
It also creates real opportunities to improve theel of economic devel-
opment.
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Annex

Table 1. Results of linear ordering of member cities of tRelish National
Cittaslow Network

Positionin Syntheticindex of the

theranking City development potential
1 Rzgéw 0.718
2 Lubawa 0.482
3 Murowana Gélina 0.473
4 Nowy Dwor Gdaski 0.468
5 Biskupiec 0.456
6 Nidzica 0.426
7 Dziatdowo 0.423
8 Pasym 0.423
9 Lidzbark 0.411
10 Lidzbark Warmhski 0.411
11 Olsztynek 0.403
12 Barczewo 0.402
13 Glubczyce 0.402
14 Sianow 0.401
15 Bisztynek 0.401
16 Ryn 0.401
17 Bartoszyce 0.393
18 Dobre Miasto 0.389
19 Jeziorany 0.389
20 Orneta 0.386
21 Prudnik 0.376
22 Reszel 0.374
23 Nowe Miasto Lubawskie 0.370
24 Goldap 0.363
25 Spopol 0.363
26 Gorowo ltaweckie 0.360
27 Kalety 0.337
28 Rejowiec Fabryczny 0.292

Arithmetic mean 0.410

Coefficient of variation 17.4%

Source: own calculations based lomcal Data Bank (2019).



Figure 1. The member cities of the Polish National CittasMatwork (1a- in the
Warminsko-Mazurskie Province, 1hin other Provinces)
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Figure 3. Average time between price changes (in monthgjivisions,
groups, classes and subclasses
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